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Comparisons of AIC and MDL on Estimation
Reliability of Number of Sources in Direction
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ABSTRACT In this paper, a couple of well-known methods for determination of the number of source signals
impinging on sensor array in array processing are introduced and compared in terms of estimation accuracy. The one
is the procedure issued by Akatke (Akaike’s Information Criterion © AIC) and the other one by Schwartz and Rissanen
{(Minimum Description Length : MDL). This paper demonstrates, through computer simulation, that the AIC is more
rehiable than the MDL in such troublesome cases as very closely spaced source signals, very limited number of sensors
in the array, finite data sequences and /or low Signal-to- Noise ratio (S/N),

I. Introduction distant source signals using the recorded data
sequences which are corrupted by additive

In sonar or radar array processing, it is noises on sensor array. One of the direction
important to estimate the direction angles of finding methods developed recently is the

eigenstructure- based method such as standard
* 3o & <yt ; i ificati ¢
Dept. of Electronics, Han Nam Nat'l Univ. Muitiple Signal Classification {MUSIC) method!

o LR 1 9085 (1990, 8. 20) 0 Coherent Signal-Subspace (CSS) processing
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method™*, spatial smoothing method™?, and
nonlinear Second-Order Method (SOM) #%,

Even though the eigenstructure algerithm
theoretically provides the information on the
number of source signals by examining the
identical minimum eigenvalues of the array
covariance matrix, the eigenvalues of the array
covariance matrix for a finite sampled data
size practically result in differences of magn
itude. Therefore, 1t 1s essential to estimate the
number of source signals before using the
eigenstructure based methods for direction
finding problem,

In this paper two procedures mtroduced by
Akaike {AIC)? and by Schwartz and Rissanen
1 for determining the number of closely loc
ated source signals are considered and comp
ared, with respect to their estimation accuracies
as a function of 1) closeness of source signals
2) number of sensors 3) number of data
sequences obtained from sensor array {) S/ N
: because closely spaced source signals, limited
number of sensors in arrav, finite data sequ
ences from senser array, and low SN env
wonments are frequently encountered in the

real world.

8

II. Problem Formulation

For the direction finding problem of multiple
source signals mcident to a sensor array in the
presence of background additive noise, consider
the M source signals impinging on the uniform
linear array with Q@ sensors, as shown in Fig-
1.. from directions !4, 6. . 9m..

Then the signals received at the ith sensor

can he expressed as

WO =3 sm(t— (i~ 1) (D /¢) singm)+xi(t) (1

where
sm(t)=signal emitted by the mth source,
D=sensor spacing,
c=speed of wave propagation,
gm=drection angle of the mth source, and
i t)=additive noise at the ith sensor, and
X1, x(2),--x(N) with N sampled data are
independent and identically distributed
(oo,

From Eq.(1), the sample covariance matrix

R can be now obtamed as

Wavefront
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Fig.1 Configuration for a planewave mpmgg on the
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R=(1/N) 3 r(0r () (2)

where
“denotes the complex conjugate transpose of
a matrix or a vector, and

rT(t):[rl(t)y rz'(t)."‘.ro(t)}
Assuming that &>¢&>---> g are the eig

envalues of the sample-covariance matrix R,
the AIC is then defined by

AIC(k)=—2L(k)+2¢(k), (3)
where
— o N
e
L(k)=—"2log (1)

L1/ @k 3q]"

[

is the maximum log-likelthood, and

joN)

§k)=k(2Q—k)+1 (!

1s the number of free adjusted parameters
within the model which provide the minimum
AlC, ie., é(k)=(total number of parameters)
—(number of parameters due to the normaliz
ation of the eigenvectors) (number of param
eters due to the mutual orthogonalization of
the eigenvectors)= (k-+142Qk)— (2k)~2(
{(1/2)k(k—1)).

The number of source signals is now dete
rmined by selecting the minimum value of
AlC(k), where k=0, 1, 2,---.Q—1.

The other criterion to consider is the MDL.,
which is defined by

MDL(k)=—L{k)+&(k)log(N /2. (6)

844

where

L(k) and &(k) are given by Egs. (4) and
(5), respectively.

Note that according to Kashyap® the AIC
has been found to be statistically inconsistent
insofar as the probability of error in choosing
the correct number of source signals does not
tend to zero as N goes to infinity, Hence, for
the large sample limit, the AIC tends to ove-
restimte the true rank M. On the other hand,
the MDL is known to yield a consistent est
imate, 1. e, the selection criterion converges
to the true rank M in the large sample limit'
3)(8)(1.’!).

Most of comparisons between the AIC and
MDL have been made by several authors ©*
#15 under the condition of reasonably high
S/ N. Practically, however, there may be
confronted with very low S/N and limited
data size situations. Therefore, it 1s important
to compare the reliabilites of the MDL and
AIC for estimating the number of closely
spaced multiple source signals, provided very
low S/ N, limited number of sensors in an

array, and /or finite data sequences.

[. Computer Simulations

In this section, simulation results are prese -
nted to show the performances of the AIC
and MDL for determining the number of
distant closely spaced multiple source signals
with relatively low S /N, in the case of finite
sample size and limited number of sensors,
Throughout the entire experiment, the source
signals are assumed to be planewaves with
uniformly distributed random phases on (0,
27) and the sensor spacing Is assumed to be
equal to half the wavelength of the impinging

wavefront,
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Four catagories are considered to observe
the limitations of the detectability of the MDL
and AIC. First catagory is provided to compare
the detectability of the MDL and AIC in terms
of S/N. Two examples for the first catagory
are given, One example is for the closely
spaced two sources, at g,=0" and g.=5",
impinging on an sensor array of five sensors
with 256 sampled data, as function of S/ N,
As shown in Table 1, both the MDI. anAIC
successfully detect the two closely spaced
source signals at S/ N=2 dB, even though
the eigenvalues of the sample covariance
matrix are all different, 1. e, 11.44, 102, 0.7
1, 0.62, 0.56. However, when S /N decreases
to 1 dB, the AIC minimum value can be
correctly obtained for M=2, but the MDL
minimum value 1s incorrectly detected for M=
1. The lowest S/ N for the AIC sufficient to
determine precisely the number of source sig-
nals 1s —2 dB, while the MDL is satisfactory
only if S/ N is greater than or equal to 2 dB.
The other example of the first catagory is for
two sources, at g,=0° and g,==5°, with four
sensors and 512 sampled data, as a function
of S/ N. As shown in Table 2, both the MDL
and AIC successfully detect the two closely
spaced source signals at S/ N=4dB. As S/N
goes down to 3 dB, the MDL already shows
incorrect number of source signals for M=
1. while the AIC gives correct answer. Furt
hermore, Table 2 demonstrates that the AIC
15 reliable for the detection of right number
of source signals until S/ N is down to —3
dB.

Second catagory taken is to examine how
well the MDL and AIC can detect the two
closely located source signals. Two examples
are also given for the second catagory. For
the first example to compare the detectability
of the MDL and AIC in terms of the closeness

of the sources, as in Table 3, several source
spacings in degree are taken with S/ N=(
dB. Q=5, and N=256. In this example, the
limitation of the detectability is 6° separation
for the MDL, while 4 separation for the AIC,
Second example s provided for two sources
with S/ N=2 dB, Q=6, and N=128. As
shown 1 Talbe 4, the AIC could detect two
sources of even 4" separation, but the MDL
could do two sources of " separation.

Third catagory also with two example is
provided for examining the limitation of the
detectability of the MDL and AIC with respect
to the number ot sensors (Q) used, As shown
in Table 5 for the first example, when the
two closely spaced source signals, g,=0° and
g.==5 | are arriving at a sensor array with
SN =0 dB and N=256, the minimum
number of sensors, required to achieve the
right determination of the number of source
signals using the MDL test, is seven, On the
other hand, four sensors are enough to obtain
right result for the first example using the
AIC, Table € for the second example shows
that In order to determine the number of
source signals, g,=44" and g.=48", with S/
N=1 dB and N=512, the minimum number
of sensors required is seven for the MDL test.
On the other hand, five sensors are enough
to get right result for the first example using
te AIC.

Finally, as a function of sampled data N,
the limitations of the MDL and AIC are dealt
with, by analyzing two examples. One example
to be considered is for the two closely spaced
source signals, 9,=(0", and ¢,=5", given S/ N=
0 dB and Q=5. As shown in Table 7, the
MDL test fails to obtain correct number of
source signals even with N=512. However,
the AIC test successfully performs with just

N=256. The other example is taken to com-
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Table 1. The lmitations of MDI. and AIC tor the two
closely spaced source signals at g,=0 and g.=5"
with Q==0, N=156, in terms of S N, where the
value with superseript 2 1m0 each colunmn repres,

ents the mimimum value of MDLtky or AICk ),

k 3l 1 2 3 !

S/N=| MDL || 10791 | 524 [ITES O34 6.5

2 dB | AIC 2138.2 | T2 R 151 180
SUN=|MDL || 93t.l | 613 | 170 a4 665
1 dB | Alt IS62.1 | 603 300 F [ 150
S/ N=|MDIL. T2 e E o Y G
0 dB AlC 10840 | 013 S9.0# [ 10
S N=| MDI. YT BE3F Ty OR.R HELD
=2dB | AIC | 1oug | o7 HO0* 1 180
S/ N=| MDL M7 s ® s RS BT
—adB | AIC ROLL (377 F | 300 151 180

Table 2. The lmitations of MDL and AIC for the two
closely spaced source signals at g,=13 and gy1
70 with Q==1, N=512, in terms of 5,/ N, where
the value with superscript # m each column

represents the minirnum value of MDL(k) or AIC

(k).
k 0 1 ’ )
S/N=| MDL 2090.2 41.5 38,4 16.8
1 dB AlC 11805 334 2549 300
S/N=| MDL [ 18320 375 331 16,8
3 dB AlC 3664.0 15.2 26.0 A0
S/N=| MDIL 11378 0.7 385 6.8
0 dB AIC 20757 318 261 30.3
S/N=| MDL 765.1 286 385 16.%
~dB | AIC 1530.3 UTE 260 303
S/N=| MDL 6104 27 85 16.8
—3dB | Al 1220.7 6.0 26.1 0.0
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Table 3.

The hmitations of MDL and AIC for the two
closely spaced source signals at S/ N=() dB, Q=
H. N=256, in terms of the closeness of surces,
where the value with superscnipt 2 each
column represents the minimum value of MDILL

o or AIC(Kk).

K 4l 1 2 3 1
o=t | MDIL THAT | OTH 179% | 590 BG5S
0. AIC 15274 | 83 RN 10 1%.00
Tt NDLL AVETA IR 170% 0849 iR
@t MO [5084 | 6o RENR 131 8.0
g N BTN I I Y T I | 084 fits.
7 Al ERE R IR Y U S IS R VI 153 150}
el NI PR Y TR I V] onN b
g AlC 16006 | LS B0 131 8.0
o | N RETRIN IR I P W 1 B
0o MO PRG350 F 138 3.0 ;T 8.0

i ;
Table 4. The lmitations of MDL and AIC for the two

closely spaced source signals at S/ N=2 dB, Q=
6, N=128, 1 terms of the closeness of surces,
where the value with superscript # in each
column represents the mirmmum value of MDL

(k) or AIC(k).

k i 1 2 3 1 Rl

MDL | 6493 | 569 538 h7.2 8.5 814

AlC | 12087 | 825 5.6 575 65.7 o

g=25" | MDL 73 | 477 a7 67.3 83 A4
8= 3 AIC | 13T [ R39 504 075 5.7 i
=20 1 MDL tihd 6 114 335 7.3 X Bi4
6.=24 AlC {13292 1 515 499 576 0.9 704
g=20" { MDL 6702 | 382 531 H7.5 788 849
g=28" 1 AIC [ 13404 | 450 491 57.9 66.2 0.0
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Tabte 5. The limutations of MDL and AIC for the two
closely spaced source signals at g=0"and g.=3
-with S/ N==( dB, N=256, mn terms of numbes
of sensors Q. where the value with superscript
# In each column represents the minimum value
of MDL (k) or AIC(k),
k U 1 Z 3 1 A i
MDL | 13334 | tose [z ® ] 9us 1151 25 | el
Q=T T7AIC [h6n | 00 | 7007 | a1 | s | o5 | oo
MDL | L0666 [ 570 [ i AU e AT IO
Q= S R pra I
AlC 21332 7ol IEA A | His R
MDL | 7920 L6 ® | 108 | o8l [ s6h
DN T | ol |20 ® | s | o
MDL | SEAT [0l ® | 316 | ds
O [Tt | ma e |
MDL | 3560 | 11 # | oo
TN | iz (e | e
Table 6. The limitations of MDL and AIC for the two
closely spaced source signals at g,=44 and g.=1
8 with S/ N=1 dB, N==512, in terms of number
of sensors Q, where the value with superscript
# in each column represents the minimum value
of MDL(k) or AIC(k)
k 0 1 2 3 { 5 t
MDL [ 30130 1 931 | 8553 | 1090 [ 1280 | Hod | 1e7
Q=7 N 1. - -, " .
AIC | 6026.0 | 1310 h4.2 8 ah.1 atl UG
MDL | 24110 534 65.4 a6l | 1ons g2
Q= 700 [ mwts| a2 | w0 | oA | e | s
MDL { 19217 RitIN BN 6. T4
Q=5 TRC a0 | L | 60 | 13 | w0
MDL | 11010 259 3o 168
Q=1

AIC | 28085 221 261 RUAY

Table 7.

The hmitations of MDI. and AIC for the two
closely spaced source signals at g,=("and g.=5"
with S/ N=0 dB, Q5, in terms of number of
sampled data N, where the value with supersoript
#£1n each column represents the minimum value

of MDL{k} or AIC(k)

k () 1 2 3 1
MBL | 15983 | 1297 | 514 66.5 719
N=512
AIC || 31967 | 476 35.0% 13.9 18.0
ML Az [ AL6F | 47y 58.4 66.5
N =258

AlC 158149 | 513 0% 13.3 18.0

MDL || 2669 | 200% | 407 512 582
N == 128
AL TR [ A F | g 1201 18.0
MDIL. 116 26.6% |31 112 19.9
No= 6
AlC 2O AT E L ane 13.0 18.0
Table 8. The limitations of MDL and AIC for the two closely

spaced source signals at g=18 and g.=22" with $ / N=
3.dB, Q5 in terms of number of sampled data N, where
the value with supersoript # i each column represents

the nunimum value of MDL(k) or AIC(k)

www.dbpia.co.kr

» 1 1 2 ) 1
ML 25402 5.1 SLb fiti.6 714
N =512
AlC Ao 86 354 1.0 8.4}
ML 12634 10.1 1.1 59.3 6.5
N-=25h A
AlC 2027y 182 304 112 8.0
MbL Sl 335 0.7 512 8.2
Ne==]2% .
Al 1161 11.3 6.7 2.5 18.0
MDD T 26,3 351 112 194
N 64 ]
Al 1H5.3 31 3h6 13.1 8.0
847
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pare the reliability of the MDL and AIC for
determining the number of the closely spaced
source signals, g,=18" and ¢.=22", with S/
N=3dB and Q=3, in terms of the number
of sampled data N. From Talbe 8, it 15 obvious
that the MDIL. test yileds correct number of
source signals with more than or equal to 5
12 sampled data, while the AIC test success
fully determine the number of source signals

with just 128 sampled data.

V. Conclusion

Recently developed eigenstructure  bhased
methods for direction finding problem requires
the prior knowledge on the number of source
signals because the eigenvalues of the sample
covariance matrix obtamed from fiite sampled
data are all different m mamtude. Therefore,
it 15 of consequence to select an approprate
test procedure, for estinating the number of
source sighals, which could work well even
in the envionments of closcly spaced sources,
lmuted number ot sensors, fimte samipled data,
and 7or low SN, Throughout the computer
simulation, 1t s obvious to conclude thar the
AlC test offers more veliable result than the
MDIL. test mn determination of the number ot
closely spaced multiple source signals using
the finite sampled data obtamed from limited

number of sensors n an array, with low S N,
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