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A Nonblocking Multi-Log,N Multiconnection
Network : Theoretical Characterization and Design
Example for a Photonic Switching System
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ABSTRACT In this paper, the conditions on the number of required copies of a self-routing network with and
without extra stages in back-to-back manner are presented respectively for a nonblocking multi-log,N multiconnection
network. Actually the obained results hold regardless of connection patterns, ie., whether a network deploys one-to-one
connections or multiconnections, Thus open problems on the nonblocking condition for a multi-log,N multiconnection
network are solved. Interestingly some of the given formulas comprise the Benes network and the Cantor network as
a special case respectively, A novel switching system architecture deploving a distributed calls-distribution algorithm
is provided to design a nonblocking multi-log,N photonic switching network using a directional coupler. And a direc-
tional coupler based call holding demultiplexer is introduced to hold a call until blocking disappears in a switching
network and let it enter to a network, provided that the number of switchung networks is less than that of required
switching networks for a nonblocking multilog,N network,

Keywords : Multi-Log,N Network, Rearrangeable / Strictly Nonblocking Network, Bipartite Graph, Directional Coupler,
Photonic Switching Network, ATM / Broadband Switch.
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I. Introduction the RAM-controlled TMS(Time Multiplexed
Switch) concept. Because photons move faster
With the advance of photonics technology, than electrons, the speed mismatch problem
the transmission facilities based on optical fiber between transimission and switching has ariz
get faster and faster while the most of existing en[1-4, 10-13). As space division switchs, a
electronic switching systems are still based on lot of interconnection networks have been applied

to switching system architectures to tackle the
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Transactions on Commuonications (15] and Computer Networks
and [SDN Ssstems [26], respectively,
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speed mismatch problem{12-14 and references
therein, 18-21]. Most of their studies have
stressed on the traffic characteristics of the
various switching architectures employing a
self -routing network such as baseline[6],
banyan|5], and shuffle{7] networks. On the
other hand, a class of photonic switching
networks has been introduced as a more pos
itive means[1-4, 9, 10]. Particularly, by Lea
[1-3], a design principle of a switching netw
ork based on the hipartite graph has been
proposed to overcome the current technical
problems in photonics such as crosstalk and
signal attenuation as well as the speed mism-
atch problem, The proposed interconnection
network, called multi-log,N wnetwork, 1s created
by vertically stacking multiple copies of a
self -routing network with(or without) extra
stages at the end of the outlets. The answer
to the question, “How many copies are required
for nonblocking networks?”, has been partially
give for the one-to-one connection network
[1-3]. And examples have also been introduced
for applications to design photonic switching
systems using a directional coupler.

However, in considering the multiconnection
network, the results have been obtained only
for N<=16[2]. And the prediction[2] on the
condition for generalN=2" has been misled
and over-emphasized[1, 2]. Moreover, the
implementation network operates under a
centralized connection control in the sense that
some specialized monitors(actually some rese-
rved outlets) let the inlet set up the connec-
tions[ 1, 4] and no explict controller, distributing
incoming calls to multiple switching networks,
exists on the switching system[2]. Furthermore,
in a photonic switching network implementa
tion, no scheme has been suggested to handle
a blocking call, not just dropping it, when a

given network 1s blocking.

The purpose of this paper is to focus on
these problems. It is shown that some condi-
tions for the one-to-one connection network
[1-3] also hold for the multiconnection network
[see also 15]. And a new result guaranteeing
a strictly nonblocking multi-log,A" network. And
a new result guaranteeing a strictly nonblok-
cing multi-log,N network is presented when
extra m stages, le., the mirror image of the
first wm stages, are added at the end of the
network. Interestingly the Bewes[8] and the
Cantor{ 22, 241 networks can be regarded as
a special instance holding the obtained cond-
itions respectively, A novel switching system
architecture deploying a distributed calls-dist-
ribution algorithm is also provided to make
a photonic switching system operate under a
fully distributed calls setup. And a directional
coupler based call holding demultiplexer is
introduced to hold a call until no blocking is
guaranteed, and let it enter to a switching
network when the number of self-routing
nétworks is less than that for a nonblocking
multi-log,N network.

The rest of this paper i1s as follows. Basic
terminologies and design principles for a non-
blocking network are introduced in Section [].
Section [l presents genealized theoretical results
for a nonblocking multi-log,N network, The
results hold regardless of the connection pat-
terns, Le., one-to-one connections and multic-
onnections, Section [V discusses a novel swi-
tching network architecture, a demultiplexer
handling a blocking call, and a distributed
algorithm for calls-distribution to a multi-log,
N network. Finally Section V concludes the
discussions,
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[I. Teminologies and Muiti-Log,N Netw-
orks

In a NXN(N=2")selt-routing network, there
is a unique path between each inlet-outlet pair,
and there are at most N paths needed to be
set up. This distributed self-routing feature
provides a new possibility for a high-speed
switching system. Typical examples of such
a network are banyan, baseline, and shuffle
networks. Since they ard topologically equiva
lent[6], the baseline network will be used as
the representative, termed self~routing log,N
network, throughout this paper. However a
major drawback encountered in applying such
networks to switching sustems is that they
are blocking, Even when both an inlet and an
outle are idle, the connection between them

| Log ;NNetwork || Exira Stages|

et

(a) Horizontal cascading scheme

O |Log,NNetwork| O

AN

/' 0 Log ,N Network

Demultiplexer Multiplexex
Log ,N Network
(b) Vertical stacking scheme
O Log ,N Network Extra s:ageﬁ O
O [ |Log,NNetwork [ | Extra Stagei O

—
Log ,NNetwork [ | Extra Stag

(c) Hybnd scheme

Fig. 1. Schemes for nonblocking networks
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may be blocked, ie, it can not be set up, due
to the existing connections, In general, three
schemes have been used to relieve the problem
(see Fig. 1)[2].

Horizontal cascading scheme(Fig. 1(a)) con-
sists of two or more log,N networks in serial,
The Benes and the Batcher-Bayan networks
ard typical instances based on this mechanism
[12-14, 17-20]. But the Benes network does
not guarantee the strictly nonblocking property.
And networks based on this scheme take a
long transit delay. From the point of the
photonic switching system, this problem may
be very critical since the signal attenuation
thru the many stages is very serious[1-4, 9].
Vertical stacking(Fig. 1(b)) and hvbrid(Fig.
1(c)) schemes can be useful for the photonic
swithing system against the problems above
since they are employing multiple copies of
a self-routing network in parallel. Hybird
scheme that combines the advantages of the
two other principles is a general one, Where
each self-routing network comprises extra m
stages at the end of outlets in such a way
that extra m stages are the mirror image of
the first m stagesof the original network. The
latter two schemes let’s defray more expensive
costs, le., switching elements, However, to
tackle the speed mismatch problem between
transmission and switching, this may be ine-
vitable. Moreover, the crosstalk problem in the
photonic switching network is also very crucial
if a switching element is simultaneously shared
by two connections. The required copies, in
applying the latter two schemes to a switching
network design, are of our primary concerns.

Before to answer the problem, let’s begin
with some basic terminologies that help us
understand the rest of this paper.

In a switching network, a switching node
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(a) Crossbar representation

(b} Bipartite graph representation

Fig. 2. Graphical representations of a % x 8 baseline network

is usually depicted by the crosshar representation
(see Fig. 2(a)) where the inlets and the\
outlets are represented by edges. A node
represented by the rectangular box denotes
a crosspoint performing a switching function
between the inlets and the outlets. Another
representation based on a bipartite graph(see
Fig. 2(b))[1-3] is the opposite of the crossbar
representation. Inlets and outlets(crosspoints)
are represented by nodes(edges). Thus no two
paths, ie., connections, are allowed to intersect
at a node, By Lea[1-3], it has been exploited
that the bipartite graphical representations are
useful for analyzing theoretical properties of
a nonblocking network and implementing a
photonic switching system using a directional
coupler, We follow this convention throughout
this paper.

According to a connection pattern between

inlets and outlets, one-to-one connection(or
point-to point or uniconnection or unicast) and
multiconnection (or multipoint connection or
broadcast or multicast) are possible. In a
network deploying the one to-one connection,
each inlet is connected to only one outlet. In
contrast, a multiconnection network has the
capability of connecting an inlet to two or
more distinct outlets simultaneously. Due to
its generality(ie,, an one-tc one connection
can be regarded as a special case of the
multiconnection), bandwidth saving(ie, a
message can reach simultaneously two or more
destinations by Just one emission), and on-
going services such as video distribution and
conferencing, the multiconnection capability
1s regarded as a primary requisite for the next
generation switching systems[ 10-18, 24].

A network 15 called rearrangeable nonblocking
(8] if all permutations are possible but some
existing connections may be reconnected when
a new call is added to the network, and sirictly
nonblocking| 8] if any new call can be accom-
modated without disturbing all existing conn-

ections.

[i. Theoretical Characterization of a
Nonbiocking Multi-Log,N Network

Before to stick to the problem finding the
number of required coples of a self-routing
network for a nonblocking multi-log,N network
let’s begin with additional termi-nologies.

A. Basic Property of a Self-Routing Network
Let L(R) be the number of non-idle, ie,
participating in connections, inlets(outlets),
respectively, for a certain traffic pattern in
a N X\ N baseline network represented by
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bipartite graphs. And let’s consider a free
formed when two or more inlet-outlet paths
intersect at a node. Then it is evident that
the tree forms a back-to-back double tree,
called blocking tree, with an intersecting node
as the root node. A blocking tree is further
distinguished into #nletfoutict) blocking tree
designating the left(right) side tree of it. Then
the following holds regardless of the connection
patterns, ie., whether traffics are the one
to-one connections or multiconnections or mixed
of them.
Theovem 1 : In a N X N baseline network, there
exist a blocking tree holding L=2""* and K=
2’2t Where[ x] is the largest integer less than
or equal to x, {x} is the smallest integer
greater than or equal to x, and N=2"
Proof :In a N X N baseline network, a bloc -
king may occur at stage[n /2] where the
maximum number of different inlet -outlet pairs
i1s no more 2% 1e I - R<=N, because no
two or more inlets share the same destination
outlet in the network. Therefore, when all
inlets and outlets of the blocking tree whose
root node is a node at stage[n /2| are non
idle, if every inlet of the inlet blocking tree
concerning with the multiconnections 1s allowed
to be connected to only one outlet of the
corresponding outlet blocking tree(ie,, its rem
aining destination outlets are the outlets which
do not belong to the outlet blocking tree), then
the maximum number of intersecting paths
(connections) 1n the blocking tree, 1e, I - R=
N, 1s determined(see Fig. 3.). Otherwise at
least one inlet(outlet) of the inlet(outlet)
blocking tree is idle or no more 2" “connections
at stage[n /2] exist, ie., I - R<N, This com-
pletes the proof. Q.E.D.

An exampile illustrating the theorem is shown
in Fig. 4. The connections from inlets 0,1,2,
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Fig. 3. Blocking tree types holding Theorem 1
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Fig. 4. Exmaple of the worst case traffic pattern yielding
blocking trees when N=8
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and 5 to the corresponding outlets 6,7,5, and
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2 are one-to-one connections, respectively. And
paths from the inlet 3(6) to the outlets 0 and
4(1 and 3) are the multiconnection. Note that
there may exist one or more blocking trees
holding Theorem 1 simultaneously in a switc-
hing network. In Fig. 4, nodes shaded are the
root nodes of the blocking trees, respectively.
In general, as shown in Fig. 3, there are
two types of a blocking tree holding Theorem
1. For even = the tree is completely sysmetric
with respect to the root node, but not for odd
n. Note that throughout this paper we assume
that a node can performs a Generalized Self-
-routing algorithm for a multiconnection as
well as the bit-extension and modification
functions for a switching network with extra
m stages. See [25] for detailed information.
Also in the reference it is shown that all
networks considered in this paper do not lose
the self-routing property.
Corollary 1r:In a N X N baseline network,
there exist at most 2% and 2“°?/%(when
n is even) and 2"°V/?(when = is odd) blocking
trees holding L=2"'") and R=2"'" if the
network deploys only the one-to-one connection
and only the multiconnection, respectively.

Suage 0 1

Tagged path(existing onc) \

Where N=2"

Proof : In the one-to-one network, every con-
nection is always one-to-one relation between
any inlet-outlet pair. Thus N/2!"/9=2"/2 plo-
cking trees exist. Since the maximum number
of active inlets is N/2 in a network deploying
only multiconnections. We have(N/z) / 2"/% =2
=272 when » is even and 2™ "/? when # is
odd. Q.ED.

B. Nonbiocking Condition for a Multi-Log,N
Network Based on Vertical Stacking Sch-
eme

Theorem 2 @ A multi-log,N network, created
by vertically stacking ¢ copies of a self -routing
log,N network together, is rearrangeable non-
blocking if and only if ¢ >=2""% and strictly
nonblocking if and only if ¢>==(3/2)2%¢ 1
(when # is even) and ¢>=2*""*_1(when
n 1s odd) regardless of connection patterns,
Where n=2,
Proof : By Theoremn 1, it is obvious that the
maximum number of intersecting paths(conn-
ections) for the blocking tree holding 7=2""*
and R=2""is 2"°* under no existing path
{see Fig. 5, in which »=6). Let's consider a

4 5 6

J Upper subtree

Qutlet
blocking

-

Lower subtree

Fig. 5. Blocking tree including one existing path when N==64
(The tagged path is assumed as an one-to-one connection
to maximize the number of blockings)
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strictly nonblocking network case when a path,
tagged path, exists and » is even, When all
other inlets are newly activated except the
tagged path, te., they accept new calls, the
worst case traffic pattern is determined as
follows[1-2] : the traffic originating from the
inlets of the lower subtree of the inlet blocking
tree is destined for the outlets of the right
lower subtree of the outlet blocking tree(type
A), and the traffic originating from the rem
aining inlets and the traffic destined for the
remaining outlets are mutually exclusive(type
B). Since to calculate the maximum number
of required copies to make a strictly nonbloc-
king network is to determine the maximum
number of paths of different inlet-outlet pairs
that can intersect the tagged path, the total
coples 1s (3/2)2" °—1(=(1/2)2"""(type A
)+2((1/2)2"*~1)(type B)+1(tagged path)).
Therefore, when » is odd, the number of
coples 1s 2" (=((3/2)2""" =1 (the
number of copies when #-+1 is even)—(1/2
)20+ 2 (the number of the outlets not paired
with the inlets in the given blocking tree when
nis odd)). Q.E.D.

Thus we have shown that the condition for
the one-to-one connection network{1 3! also
holds for the multiconnection network. In
previous works[1-2], only the numbers for N <
=16 were determined for the multiconnection,
And Leal2] predicted that it would be very
larger than that for the one-to-one connection
network. The open problem has been solved
now.

A rearrangeable and a strictly nonblocking
multi-log,N networks for Fig. 4 are shown in
Fig. 6 respectively. Note that the connections
are distributed in a way that no blockoing
occurs in any network, This subject will be
discussed in Section IV. Thus a nonblocking
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Assumed tagged path
(b) Strictly nonblocking network
Fig. 6. Examples of nonblocking networks for Fig. 4
¢ Root nodes of blocking trees
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mutilog,N network is characterized by freedom
from the crosstalk and the signal attenuation
problems in addition to a high fault-tolerance,
the nonblocking property, and log,\N stages.
Unfortunately, for large N, the number of
copies is not so trivial. Therefore we consider
a multi-log,N network based on the hybrid
scheme(see Fig. 1(c)). Fig. 7 shows an exa-
mple of a network that may be employed.

@ Root nodes of blocking trees.

Fig. 7 A network with one extra stage-the murror image
of the first stage in Fig. 4

C. Nonblocking Condition for a Multi-Log.N
Network Based on Hybrid Scheme
The network shown in Fig. 7 is obtained
by adding the mirror image of the first stage
at the end of the original network in Fig. 4.
The condition for a rearrangeable nonblocking
multilog,N one-to-one connection network has
been shown[1-3]. Now we give the following
theorem that proves the same condition also
holds for the multiconnection network.
Theorem 3 : A multi-log,N(N=2") network,
created by vertically stacking ¢ copies of a
log,N network with extra m-stage at the end
of the outlets in the back-to-back manner(ie.,
the mirror image of the first m stages of the
original log,N network), is rearrangeable non-

blocking if ¢>=2"" """’ regardless of the

connection patterns. Where 1<=m<=n—1.
Proof i In a network based on the bipartite
graph, no blocking occurs at the stage 0 and
n. Therefore, in the network with extra m-
stages at the end of the outlets, it i1s always
Possible by Ofman’s Theorem[4 and reference
therein] to rearrange connections in such a
way that blocking occurs only at the stage
1+m, 24+m, ---, n—m(see Fig. 7). And, by
Theorem 1, there exists a blocking tree holding
L=2""m gnd R=2®"™* Therefore, 2"
™ 2 coples are sufficient. Q. E.D.

Thus we have solved another open problem.
Another new result that states the condition
for a strictly nonblocking multi-log,N network
15 as follows.

Theorem 4 @ A multi-log,N network, created
by vertically stacking ¢ copies of a log,N
network with extra m stages at the end of
the outlet in the back-to-back manner, is
strictly nonblocking if ¢ >=(3/2)2" "™ *4m—
1 when n—m is even and ¢ >2® "4, —1
when n—wm is odd regardless of the connection
patterns. Where N=2" and | <=m<=n-1,
Proof - From the blocking tree considered in
proving Theorem 1, we obtain (3/2)2 ™~
1 when n—m is even and 2" ™" “—1 when
n—m 18 odd by Theorem 2 respectively. And
since no two paths in a bipartite graph are
allowed to intersect at a node, every inlet of
the blocking tree holding L=2/""""% must
accommodate only one path, This implies that
at most the m paths that may intersect the
tagged path must be detoured(ie., rearranged)
so that they do not exist on the blocking tree
holding L==2"'"""""(see Fig. 8. in which n=
3). Therefore additicnal m coples are also
required. Thus the theorem holds. Q.£.D.
Corollary 2 @ The Benes network(the Cantor
network[22, 24]) is an instance of a rearran-
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ta) The Beres network for N=g
(Rearrangeable Nonblocking network §
(m=log,N~1 and ¢=1)

(m=1)

(¢) Network with two more stages

e Tagged Path

3§ Stage at where the tagged path may accommodate
only one connection

1@ Stage at where the root node of the blocking tree
holding Theorermn 3 may exist

thy The Cantor network for N=gj 23]
(Strctly nonbiocking netwark
tm=log,N -1 and c=log.N1

Fig. 8. The number of additioral m paths that must not Fig. 9 Specia. cases of muiti log,N Networks based on the

) hyhrid sche
be allowed to exist on the blockung tree holding whrid scheme
L—=> Tt iz

The numbers of copies of a self-routing
geable(strictly ) nonblocking multi-log.N netw - network with and without extra m—stage for

ork based on the hybrid scheme, a nonblocking multi log.N network are tabul

Proof : From Thecrem 3, the Benes network ated in Table 1 for typical N sizes. Where
1s built when m=n—1 aud c==1._ Similarly, numbers in italics are instances holding Coro
Theorem 4 instances the Cantor network when Hary 2.

m=n—1 and c=n, QL0
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Table 1 The number of required copies for a nonblocking multi-log,N network regardless ot one-to-one connections or

multiconnections,
/2 g g 2T G20 me 2 Y o
N n g% (n: even) inodd) {n-m :even) (n-m : odd)
! m,/1 2 3 4 5 6 7 8 9

4 2 2 2 1.2

8 3 2 3 2.3 1.3

6 4 4 5 24 24 1.4

32 5 4 7 ‘ A6 25 25 1.5

64 6 8 11 R 4.7 2.6 2.6 1.6

128 7 I 15 812 194 4.3 27 2.7 1.7

256 8 16 23 1316 813 410 49 2.8 2.8 1.8

512 9 16 A1 16,24 317 814 4.11 4.10 2.9 2.5 1.9
1024 | 10 | 32 17 1632 16.25 8.18 8.15 412 411 210 210 1.10

Note} The numbers in bold italics are the instances holding Corollary 2, the lowest cost networks, the Benes and the Cantor networks

IV. Switching System Architecture and
Distributed Calls-Distribution Alg-
orithm

A. Directional Coupler

A directional coupler is an optical device[1
,2,4,10]. It 1s made by diffusing titanium at
high temperature into a lithium-niobate crystal
to create channel in the crystal{10]. A direc-
tional coupler can behave like a 2 X 2 switc-
hing node with two states : straight and cross
(see Fig. 10(a)). The state of a directional
coupler can be set by controlling the electrodes
on the top of the directional coupler. Once the
state of a directional coupler has been set up
properly, signals(lights) can be transmitted thru
it with the rate of several Tera(1,000 Giga)
bits per second. Also by adding a passive
splitter and / or combiner a broadcast node can
be created(see Fig. 10(b) and (c¢))[1,2,4]. Until
now, in a bipartite graph representation, a node
has been considered as an edge(link). Herea-
fter, however, a node will be considered a
switching node capable of the multicast as well

N
¢ Waveguides Exchange
e =
- ght out
Electrode
Straight
state

(b) A broadcast node
Passive
>

{c) A node capable of the multiiconnection as well as the
one-to-one connection

Fig. 10 A directional coupler and its applications as switching
nodes

as the one-to-one connection as shown in Fig,
10(c).
689
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B. A Nonblocking Photonic Switching Network
Architecture

On the other hand with the current techn
ology, the self-routing control logic can not
be integrated on the same wafer for directional
couplers, To overcome this pitfall, an archite
cture that combines an optical interconnection
network for user data transmission and an
electronic self-routing control network has been
proposed|2,4]. Thus there is an one to one
correspondence between a directional coupler
based switching node and an electronic switch
node in the control network. Therefore almost
times switching elements are required. Where
the electromc control network may be an
ordinary self -routing network such as a baseline
network represented by the crossbar represe
ntation. However his architecture has 4 major
drawback in the sense that all connections
must be mitiated by the oulets(ie., the dest
ination outlet requests connections). This
implies the existence of a centralized calls
distributor or limited traffic flowsi 1 .. Also no
distributed calls distribution algorithim and a
blocking handling strategy have not been
suggested when a given network 1s blocking,

To alleviate these shortages, we mnvent a
novel architecture that basically shares the
same idea in[4] as shown in Fig. 11 hut
differs in the followings. The distributtuon of
calls to multiple switching networks is perfo
rmed by a demultiplexer(see Fig. 6 and g,
11¢¢c)). The demultiplexer decides that which
inlet out of switching networks must be act
wvated(1e., participated in a connection setup)
or not. And at first it delavs an arrived call
for O(N (log,N-+m)) time by means of dclav
lines{10] to determine calls distribution and
if necessary for K - O - (log,N+m) time to hold
a call until 1t can be entered to a switching

690

network under no blocking with other calls.
Where K is some integer. This will be given
in the algorithm below. Thus the directional
coupler based call holding demultiplexer(Fig.
11(c)) 1s introduced to hold a blocking call
until no blocking occurrs in the network and
let 1t enter to the network, provided that the
number of switching networks is less than that
of required copies for 4 nonblocking muiti-log,
N network.

A header extractor(device) (Fig. 11(b)) with
a photons to electrons conversion logics and
delay lines 1s added between the demultiplexer
and each inlet. It delays an arrived call for
O(log, N 4-m) time until its routing path is set
up since n each electronic routing network
there are O(log,N-+m) stages. Where it is
assumed that the all demultiplexers are inte
rconnected via a high speed optical network
Inot shown in Fig. 11] such as a slotted ring
or a high speed bus[25] so that calls-distrib
ution can be determined simultaneously at each
demultiplexer. Note that, in our architecture,
the outlets of each electronic control network
do not need to be connected to the multiple
xers(see Fig, 11(a)).

Roughly the system operates as follows @ in
a call setup phase, the destination outlet add
ress(re,, call header) of an incoming call(see
Fig. 11(a)). at each demultiplxer, 15 fed into
a local network that connects all demultiplers
while the arrived call 1s delayed by the delay
lines holding O(N (log,N+m)) time. Then calls
distribution 1s determined, and an appropriate
header extractor is selected by a demultiplexer
if it does not result in any blocking. Otherwise
it 1s routed to the delay lines holding ¢ (log,N+
m) time needed to set up a connection over
an electronic routing control network, This 1s
repeated until no blocking 1s guaranteed in a
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Fig. 11 An architecturd for a nonblocking multi log,N multiconnection
network even the nonblocking condition does not hold

network(see the algorithm below).

Finally the delaying call moves thru a des
ignated header-extractor that has been set up
by the corresponding demultiplexer. And again
the user data part of the arrived call 1s delayed
by the delay lines of the header extractor for

O(log,N+m) time required setting up the
control network, Simultaneously, the extracted
header(i.e., destination outlet adderess) (see Fig.
11(b)) is converted to electrons and fed into
the selected inlet of an electronic switching

network. Then an ordinary routing method
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(to lower edge for 1 and to upper edge for
() is performed by the concerned switching
elements. Where the switching node 1s assumed
that it has also a capability performing the
Genevalized  Self-routing technique 18, 26 for
the multiconnection case. Duing the routing,
each active switching node controls properly
the corresponding electrode of the directional
couplers of the optical data network such that
a user data can be properly transmitted to the
destination outlet. Thus by completing the call
setup phase, user data finally moves the optical
network by the guidance of the electrodes of
the directional couplers. Where the electronic
switching elements that are not concerned with
the connections will be remained as an open
state, therefore, the corresponding electrodes
do not obstruct the any signals(user data) flow

passage.

C. Distributed Calls-Distribution Algorithm

A distributed calls-distribution algorithm 1
to analyze the traffic pattern of arnved calls
and distribute them into multiple switching
networks such that no blocking 1s guarantee,
Note that there are N demultiplexers((,1,--- N
—1) in the whole switching system and N
inlets((,1,---.N—1) at each switching netwrks
connected from it, The algorithm 1s nitiated
when each demultiplexer 7, (< =/ =N—1,
gets its own call, termed myv caal, simultane

ously. Let there be ( copies of a self routing

log, N+ network with extra m stages in the
switching system.

Algorithm - Distributed Calls-Distribution by fach
Demultiplexer o

Step 1. Send the arrnved call’s destination outlet
address to other demultiplexers via LAN and
wait until all information from others arrive,

Where the demultiplxer that has not received
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a new call must inform the other demultiple-
xers of its emptiness,

Siep 2. Perform the Factorization, if necessary,
Bit extension, and Modification operations|2
51 1n order to find out the connection pattern
of all calls,

Step ;. From the given connection pattern, find
a blocking inlet set if there exists a blocking
tree in which my call intersects with other
calls at any node.

step 4. 1f the blocking inlet set 1s not empty
and my id 7 i1s the j th largest, 1<=j< =,
elerment in the blocking inlet set, then let the
my call / cculate R(==j/t}—1) times the 0
(log,N+m) delay lines and activate the hea-
der-extractor connected to the %-th electronic
switching network if ¢ i1s the k-th smallest
integer among the demultiplexers rotating the
same R times. Where {x} is the smallest
intehger equal to or greater than x, and 1< =
k<=t Otherwise go to Step 3.

Step 5. Activate an arbitrary header-extractor.
Theorem 5 1 The calls allocated by the algorithm
above do not result in any blocking.

Proof 11t 15 clear since the cardinality of the
blocking inlet set does not exceed ¢ and all
calls belonging to the same blocking inlet set
are assigned to different switching networks
if they are accommodable and otherwise athe
call arrived at demultiplexer :, the ; th smallest
id in a blocking inlet set, is sent to the k-th
header extractor after {1} —1 times circulation
via the delay lines holding O(log, N+m) time
if 715 the 4 th smallest integer out of rotating
the same R times the delay lines, where <=
i<=N—1, 1<=)<=¢, and 1<=k<=t Thus
no calls from the de,i:to] :exers be:pmgomg
to the same blocking inter set can assigned
to the same switching network at the same
time, Otherwise by Step 5 the call is assigned
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to an arbitrary switching network but it does
not result in any blocking since its blocking
inlet set is empty. (.[.1).

Let’s consider an example of the algorithm
application to the network shown in Fig4
resulting the network in Fig. 7. Let's asssume
t=1, thus A=1. By performing Step 1 every
demultiplexer knows of the addresses of all
arrived calls from other demultiplexers., And
demultiplexers (0 and 2 (1 and 3) find out the
corresponding blocking inlet sets {o2} t{1.3h),
respectively, However, other demultiplexers can
activate directly the header extractor connected
to them, respectively, since each call from
them dose not result in any blocking with
other calls, ie., their blocking inlet sets are
empty. Also the calls to the outlets ¢ and 7
at the demultiplexers () and 1 are also allowed
to enter the network without delaying becasuse
their 1d’s are the first smallest mn each block
inginlet set, respectively. That is, j=1. k=1,
and R=0(; /t—1=1/1—1). The calls at the
demultiplexers 2 and 3 eneter to the network
at the second chance after delaying for O(log,
NA4m) time since R=1(;it—1=2/1—1).
Therefore all calls are safely routed without
any blocking, At the worst case a call may
delay (N—1) times the delaying lines holding
O€log, N-+m) time when (=1, Note that mn
this example #=1] since t=1. But for A>=2
the arranged header extractor scheduling must
be cosidered as Step 4 because multiple calls
rotating the same times may compete exsisting
¢ copies of a switching network,

Intuitively, the complexity of the algorithm
given above is proportional to the time taking
at Step 2, O(N (log, N+m)), to determine
the traffic pattern since there are, log \" stages
and N inlets, Therefore, each demultiplexer
must hold the arrving call at least for OV

www.dbpia.co.kr

(log, N-+m)) time, and the delay lines of each
header-extractor must hold the user data at
least for O(log, N+m) time so that the swi-
tching nodes of the electronic switching netw-
orks properly set the electrodes of the corres-
ponding optical network, To apply to a strictly
nonblocking system, each multiplexer must
recompute the algorithm above whenever a
new call arrives. On the other hand the ove-
rhead in self-routing in the electrical routing
control network depends on the time needed
to hunt extra s bits and the number of the
outlet addresses in the multiconnection routing
header.

V. Conclusion

In this paper, theoretical characterization of
a nonblocking multi log,N network and its
application to a photonic switching network
have been presented, The conditions on the
number of required copies of a self routing
network for a nonblocking multi-log,N network
have been provided. It is shown that the
conditions hold regardless of the connection
pattern(one to-one connections or multiconne-
ctions or mixed of them). Thus open problems
on the nonblcking conditions for a multi-log,
N network have been solved. The obtained
conditions comprise the Cantor and the Benes
networks as a specific instance respectively.
A novel architecture and a distributed calls
distribution algorithm have been introduced
to alleviate the problems of the previous cen-
traliz ed calls distribution control. A directional
coupler based call holding demultiplexer has
been introduced to handle a blocking call.

The subjects on the performance lower
bound, the blocking probability upper bound,
the rearrangement ratio upper bound, and the
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hardware cost evaluation including more the
retical treatments for the multl log, N netw

orks are discussed in a forthcoming paper| 26 |.
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