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ABSTRACT

Progressive transmission using optimum bit-ordering of discrete cosine transform(DCT) coded
image is proposed to reconstruct a better image in a few bits among all the coded bits at the re-
ceiver. It is to transmit the bit gradually to reduce the distrotion of the reconstructed image most
by transmitting one more bit. To do this, the power transfer factor(PTF) which is the squared val-
ue of difference between the reconstruction level of embedded quantizer and another reconstruction
level made by transmitting one more bit is defined. And then, the rransmission order of bits is
obtained by sorting the PTFs of the coded bits. As a result, the proposed method can reconstruct
image having less distortion and better quality at the same bit rate than the conventional zig-zag

scan,

1. INTRODUCTION
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o Bl : 93220 In image communication systems such as vid-
&A% 19934 114 138 eotex, medical diagnostic imaging, electronic

shopping in mail order and access to large dat-
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abase, the time taken for an image to be transmit-

ted entirely and displayed on the screen can be
considerable because of the large amount of im-
age data[1,2,4-7). Therefore, the way building up
the image progressively from the moment the fir-
st pixel recetved until the last pixel displayed to
the screen is important. Progressive reconstruc-
tion of an image can give a rough approximation
of the image first, and then gradually build up
the image in detail according to the amount of
transmitted information (7,9,10). This technique
is especially useful for still image retrieval be-
cause the transmission of an image can be abor-
ted as soon as the received image is recgnized as
not being the desired one(7,9).

Image coding having progressive transmitabil-
ity can be divided into transform domain method-
s(1,2,3,12] and spatial domain methods (4,5,6,8, -
10). In the transform domain methods, a rough
approzimation of the image can be obtained easily
by transmitting only low order transform coeffic-
ients since low order transform coefficients have
almost all the power of image signal. On the spat-
ial domain methods, first an image is strutured
with pyramid plane according to detail of the im-
age, and a pyramid plane with low detail is tran-
smitted and then pyramids woth more detail pro-
gressively{6,8].

Progressive transmission using zig-zag scan of
coefficients in the tranform domain [2] has not
considered the information that one bit, the least
unit of information, is able to transmit. Bit-sliced
progressive transmission [12), a method of bit
unit transmission using embedded quantizer [11],
has less distortion in the reconstructed image for
some bits transmission among all the coded bits
than zig-zag scan. But it has much greater distor-
tion for all the coded bits transmission than zig-
zag scan because embedded quantizer’s recon-
struction level is not equal to Lloyd-Max quantiz-
er’s(13,14) and only one embedded quantizer is
used to all the coefficients (12). The embedded
quantizer [11] is designed using 4 bit Lolyd-Max
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To reconstruct a better image in a few bits
among all the coded bits at ehr receiver, pro-
gressive transmission using optimum bit -ordering
of DCT coded image is proposed in this paper. It
1$ to reansmit the bit gradually to reduce the dis-
tortion of the reconstructed image most by trans-
mitting one more bit. To do this, the power than-
sfer factor(PTF) which is the squared value of
difference between the reconstruction level of
embedded quantizer and another reconstruction
level by transmitting one more bit is defined. And
then, the transmission order of bits is obtained by
sorting the PTFs of the coded bits.

Progressive transmission using optimal bit-
ordering is applied to the DCT coded image with
zonal sampling(15] and is compared with conven-

tional zig-zag scan of coefficients{?2].
[l. Embedded Quantizer

Embedded quantizer was introduced by Tzou
[11], which could be used to reconstruct a better
image in a few bits in the bit-sliced transmission
of the DCT coded image [12]. He pointed out
Lloy-Max quantizer is not suitable for emvedded
quantizer (11). Therefore he designed an embed-
ded quantizer using binary tree as a threshold alig-

di(@=r: : DL 2b QRL 1b Q
d(3)  :DL3bQ
ddd) DL 4Q

1 di@)=n1\  ds3)=rs : DL 3b QRL 2 Q
4 ds)  :DL 4 Q

d+@  ds ds@ d-1(4)di(9ds(4) ds(4)  di(4) : DL 4b QRL 3b Q
= =Ts =T =r1 =N T3 <Ts =7

DL kb Q : decision levels of k bits Quantizer
RL kb Q : reconstruction levels of k bits Quantizer

Fig. 1. Binary tree for the decision and reconstruction
level of embedded quantizer
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ned quantization as shown in Fig. 1, which consid-
ers reconstruction levels as decision levels of
quantizer having one more bit.

A. Optimum reconstruction level design with tran-
smitted bits (Method 1)

We now desige the embedded quantizer’s re-
construction levels proposed by Tzou[11). For a
given k bit quantizer for input X with umt vari-
ance, consider decision level d-#"! = — 0, do =

0 and d-2"! = co and t as the number of transmit-

ted bits from MSB and j as reconstruction level
index of embedded quantizer according to the
number of transmitted bits. The reconstruction
level 7k to have minimum mean squared distor-
tion is given as Eq. (1)

dixt
| xP(x) dx
dg-n&
Yty = ———d;':———— (0
{P(x) dx
do-p&t
Yir-j = — Vit (2)
where t=1, ..., k-land j=1, ..., 2" and p

(x) is probability density function of input X,

B. Resonstruction level design using Lloyd-Max
quantizers (Method 2)

Modification of embedded quantizer’s recon-
struction levels is introduced here., Reconstruc-
tion levels of Lloyd-Max quantizer whose bits
number is equal to the number of transmitted bits
can be used as those of embedded quantizer for
some bits transmission from MSB. Although this
method has a little more distortion than the Met-
hod 1, it is very simple.

ll. Progressive transmission using optimum
bit-ordering

In general, variances used in the normalization

of coefficients in the quantization procedure are
estmated using bit allocation map and constant to
estimate variance at the receiver (12,15,16). Ther-
efore, coefficients using the same quantizer for
some bits transmission, the bit to be transmitted
next must be one bit of the coefficient to reduce
distortion of the reconstructed image nost. This
is resulted from that the bit having higher recon-
struction level can transfer more power than the
bit having lower reconstruction level in the pro-
gressive transmission of DCT coded image. For
this reason, we define PTF here. PTF is the
squared difference between the reconstruction
level of embedded quantizer and another recon-
struction level of the quantizer which is made by
transmitting one more bit. Each coefficient has
its own embedded quantizer and than a unique
PTF. PTF is given as Eq. (3).

{)’m2 P(7?), t=1
Puy ==
{(Yeta=Yie-1, ) P Prvirin — Vi1 )PP} t#1 (3)
P(7wa)
P =
' P(Yia) + P (Vi) &Y
P, — P(Yxw) (5)

P(Yxa) + P(Viw)

wheret =1,2,..,k

=12 ..,27%

a=2-1,b=12

P(} : probability of reconstruction level
of embedded quantizer

Pxe-1; is the power ot be transferred by the t th
bit “0” or “1” transmission to the level j rec-
onstructced with (t-1) bits.

To decide the transmission order of all the cod-
ed bits, bit-ordering is done by sorting PTFs in
descending order which consider variance of coef-
ficient, And then, the coded bits are transmitted
according to the bit-order.

For example, consider the reconstruction levels
of 3 bits embedded quantizer shown in Fig. 2.
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Fig. 2. reconstruction levels according to bit trans-
mission

When the reconstruction level for 2 bits trans-
mission is ¥a1, the reconstruction level according
to the next transmission bit “0” or “17 Yz or Y.
And so, PTF Paa is

Put = 2 { [V — ¥ )* P(Yan) /P (Van) +P (Vi)
+ [(Va—Y21 ) P(Yze) /P (Vi) +P (V) )}

In a similar method, when the reconstruction lev-
el for 2 bits transmission is Y2, the reconstruc-
tion level according to the next transmission bit
“0” or “17 is V3 or Yau. And so, PTF Pux s

Pz = 2 {(¥Vsn—V32)* P(¥Yan) /P (Yas) +P (Yau))
4+ [Vasu— Vi )* P(¥534) /P (Y3) +P (Yau) )}

For two coefficients having same estimated var-
iance ¢ in the DCT coded image, if the recon-
struction levels of two coefficients using 3 bits
embedded quantizer are ¢ ¥su and o Yz for 2 bits
transmission, the bit of coefficient whose recon-
struction level is ¢ ¥»2 must be transmitted first
for next bit transmissio because o P2 ts larger
than ¢ ?Ps1. In the encoder and decoder, it is nec-

essary to store levels reconstructed with transmit-

ted bits for every subblock to identify the coef-
ficient of bit to be transmitted for each subblock.

IV. SIMULATION RESULTS

Computer simulation of the progressive trans-
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mission using optimum bit-ordering with PTE is
performed and compared with zig-zag scan trans-
mussion. The proposed method was applied to
‘CRONKITE’ image of 256X256 size with 256
gray level. A subblock size of 16x16 was used for
DCT.

To evaluate the coder performance perceptual-
ly and numerically, not only the perceptual image
quality was used but the noise ratio between the
original image O(m,n) and the reconstructed im-
age Y(m,n) has been calculated, where NR is de-

fined as
NR [dB]
40
30
20 (a) Zig-zag scanning
(b) bxt—crdqmg by PTF
10
[ T T T >
0.00 025 0.50 0.75 1.00 (bit/pel)
Fig. 3. NR according to bit rate (Mehtod 1)
NR [dB]
40
30
20 (a) Zig-zag scanning
(b) bit-ordering by PTF
10
0 - T T v —>

0.00 025 050 0.75 1.00 (bit/pel)

Fig. 4. NR according to bit rate (Mehtod 2)
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NR = 10 Logwo E {{O(m,n) —Y(m,n)*}}  (6)

Fig. 3 and Fig, 4 present NR according to bit
rate in the progressive transmission using opti-
mum bit-ordering ith PTF. Overhead information
of bit allocation and variance estimation constant

is not included in both cases.

@ b)

(c) ()

Fig. 5. Reconstructed images using zig-zag scan method
(a) 0.125(bpp] {b) 0.25(bpp) (c) 0.50(bpp] (d) 1.00(bpp}

As shown in the Fig. 3 and Fig. 4, progressive
transmission using optimum bit-ordering with
PTF has much less distortion in the reconstruc-
ted image than zig-zag scan transmission[2]. At
the bit rate lower than 0.1 [bit /pel], the prop-
osed methods are superior to the conventional
method over 2.0-3.0[dB] in NR. The progressive
transmission using Method 1 embedded quantizer
is a little better than that using Method 2 in dis-
tortion, The conventional zig-zag method and the

(J (b)

© @

Fig. 6. Reconstructed images using the proposed method
{a) 0.125(bpp] (b) 0.25(bpp) (c) 0.50(bpp) (d) 1.00{bpp)

proposed method have same performance at 1.0
[bit /pel] because of all the bits of coded image
being transmutted.

As shown in Fig. 5 and Fig. 6 image reconstruc-
ted by progressive transmission using optium
ordering with PTF are perceptually better than
those by zig-zag scan transmission at the receiv-
ing of a few bits of the coded bits. At the same
bit rate, edges of proposed method are presented
more clearly in the reconstructed image than the
conventional zig-zag scan transmission, The rec-
onstructed images in Fig. 5 and Fig. 6 are obtain-
ed using the embedded quantizer of method 1.

V. CONCLUSION

Progressive transmission using optimum bit-
ordering of DCT coded imgae is proposed to ob-
tain an image having better quality at early state.
For optimum bit-ordering of all the DCT coded
bits, PTF is also proposed. It is the squared value
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of difference between reconstruction level of em-
bedded quantizer and another reconstruction level
made by transmitting one more bit.

As a result, the reconstructed image of prop-
osed method has much less NR than the conven-
tional method over 2.0-3,0{dB] at 0.1 [bit /pel).
Progressive transmission using optmal bit-order-
ing can reconstruct a better image at early state
than conventional zig-zag scan of coefficients,
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