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Traffic Flow Control of B-NT for Prevention
of Congestion in B-ISDN UNI
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ABSTRACT

We propose a traffic flow control scheme of B-NT with temporary cell buffering and selective
cell discarding to prevent congestion state of the network nodes in B-ISDN UNI. The scheme is
designed for the B-NT systems to reduce or suppress output cell streams towards Tg interface. We
define the states of the network nodes as normal, pre-congestion, and congestion. In a pre-congestion
state, the loss-sensitive traffic is temporarily buffered to slow down the rate of the output traffic
streams. In a congestion state, the delay-sensitive traffic is selectively discarded to suppress the
output traffic streams as possible in addition to the cell buffering. We model the input cell streams
and the states of the network nodes with Interrupted Bernoulli Process and 3-state Markov chain
to analyze the performance of the proposed scheme in the B-NT system. The appropriate size of
the cell buffer is explored by means of simulation and the influence on the performance of the
proposed scheme by the network node state is discussed. As results, more than 2,000 cells of buffer
size is needed for the control of medium or lower than the medium degree of congestion occurrence
in the network node while the control of high degree of congestion occurrence is nearly impossible,
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I . introduction

Since the emergence of ATM as the key tech-
nology for the construction of B-ISDN, conges-
tion control has been one of the hot issues in the
research for the construction of the ATM-based
B-ISDN [1][2][3]. The phenomenon of conges
tion has been discussed in packet networks which
have bursty sources. For providing better quali-
fied services to the user, any possible congestions
due to fluctuations of input traffic, which cause
packet loss and delay resulted from buffer over-
flow, should be resolved.

Congestion problems in B-ISDN are consider-
ably different with those in traditional packet-sw-
itched networks [4]. First, the presence of vari-
ous traffic types, which have their own QoS and
performance requirements, requires different sch-
emes for each types to result a complexity in real
implementation. Second, the high speed of the
broadband capabilities makes the implemetation
of the feedback mechanism to “slow down” traf-
fic sources so difficult. Third, the mechanism
based on software is too slow to be used for such
a high speed while hardware implementation is
expensive when its complexity is too high. For
the first item, segregation of bandwidth to the traf
fic of each class is presented to satisfy multiple
performance requirements [5]. A procedure for
the feedback control before a congestion occurs
must be considered from the second item. Im-
plementation of the preventive control function
should be as simple as possible for the last item.

There have been discussions about two catego-
ries of congestion control in ATM-based net-
works, reactive control and preventive control {4]. In
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[4], the former is regarded as a last resort for
emergency situations to protect network integrity
while the latter is rated as best for attaining fair
congestion control when applied at the access
node, namely access control. The access control
admits the traffic flow into the network at the
access node, which permits the customer prem-
iIses to access the public B-ISDN via UNI(User
Network Interface).

The access control includes every actions in
B-ISDN UNI for preventing congestion, such as
route control, admission control{e.g., CAC), band-
width enforcement(e.g., UPC), etc.. However,
congestion may occur from the traffic uncerta-
inties, and the incorrect modeling of the statisti-
cal behavior of the traffic sources, which leads to
the necessities of acknowledgement of the net-
work status. It is shown that congestion manage-
ment based on the network state in the case of
LAN makes very good results even with its slow-
ness [5]. Thus, a congestion control strategy
with the care of the network status has been dis-
cussed in [2]. The control mechanism in {2] is
proposed for rate control of end to end transport
with assuming very short feedback time of the
network state between end to end. The method
uses the notification of the congestion state de-
rived from the buffer state of the destination
node. This function cannot prevent the conges-
tion but react against it, which just follows the
concepts of the reactive control. In addition, the
propagation delay may not be negligible so that
the reaction may not be so efficient in flow con-
trol for end to end transport. Therefore, it is re-
quired to consider such a scheme that prevents
the congestion at a network access point, which
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may be regarded as a combination of preventive
access control and flow control based on the net-
work status. For the preventive control, we must
consider a method which controls the traffic flow
before detecting a congestion state in the net-
work using indication of pre-congestion state.,

In fact, information of user side cannot be pre-
served safely in the network node after trans-
mission during the congestion state of the node
with the reactive control methods [3]. It means
that any actions after the congestion occurred
may not resolve the bad influences of the conges-
tion and its prevention might be more effective if
possible. Loss-sensitive traffic (e.g., LAN data)
has no other way besides retransmission or con-
nection release after loss of information. It re-
quires very stringent cell loss tolerance (107971%)
while has loose cell delay tolerance (10 ms~100s).
Then, we can figure out several methods to pre-
serve loss-sensitive traffic in B-ISDN UNI as fol-
lows :1) buffering in source terminals, i) buffer-
ing in terminal adaptors, or iii) buffering in net-
work terminating points, while the network is
congested. The first has no way of checking
states of network nodes in source terminals and
the second is not efficient rather than the last in
the view of buffer utilizations in systems,

In this paper, a scheme for more efficient and
simple traffic flow control which helps to prevent
congestions of the network nodes with sup-
pression of the output cell streams on Tg inter-
face of B-NT, while preserving loss-sensitive traf-
fic information as described before, is proposed.
For this scheme, we define three states of the
network node interconnected with B-NT which
functions according to the proposed scheme, We
assume that the network node has OAM function
for sending alarm messages indicating its state to
the B-NT system. The B-NT system must have
the function for OAM procedure with the net-
work node. We locate the function into the con-
trol module of the B-NT system. We also classify
input traffic streams into two types of flows.
Separated input traffic streams are processed in-

dependently in the B-NT system. In the next sec-
tion, we give the more specific description of
these definitions and system structure for the
proposed scheme. We present a description of the
mechanism in the proposed scheme and a model
for the performance evaluation of our proposed
scheme in the third section. Simulation results
are shown and discussed in the fourth section and
finally we give conclusions in the last section,

II. System description

A. System description of B-NT

The phenomenon of congestion has been dis-
cussed in packet networks which have bursty so-
urces, The instantaneous aggregate rate of packet
generation can exceed the link bandwidth of the
network while the sum of the average rates of
the sources is less than the bandwidth. Buffers
are provided per link for congestion control. Af-
ter the shortage of the link capacity to the input
traffic, this buffer stores the input traffic infor-
mation, For prevention of buffer overflow, access
control is needed at network access point in UNI
(here, in B-NT) as described before.

For the construction of B-ISDN, the establish-
ment of local ATM access network is considered
to be preceded in the customer side. The B-NT
system 1s a component of the ATM access net-
work which interconnects user terminal or Cus-
tomer Premises Network (CPN) with the public
access B-ISDN at B-ISDN UNI, Before consider-
ing congestion control in B-NT, we survey the
whole structure of the B-NT system. The system
consists of five parts, which are Sg Interface Mo-
dule (SBIM), Multiplex and Demultiplex Proces-
sing Module (MDPM), B-NT Control and Proces-
sing Module (NCPM), Ts Interface Module (TBIM)
and Traffic Flow Control Module (TFCM) as
shown in Figure 1.

SBIM performs SDH-based physical trans-
mission functions with the rate of 155.52 Mbps,
ATM layer functions including header translat-
ion, and simple UPC functions (just tagging for
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Figure 1. The B-NT system

violated traffic) for Sg input streams. MDPM per-
forms multiplexing and demultiplexing of multiple
ATM connections using translated VPI/VCI nu-
mbers from SBIM and TBIM and scheduling al-
gorithm in 1t. NCPM performs functions of con-
trol and management plane to cope with the man-
agement actions of the network. Especially,
NCPM takes a role of exchanging OAM infor-
mation with the network node for the proposed
scheme, TBIM performs SDH-based physical tr-
ansmission functions with the rate of 155.52 Mbps
and ATM layer functions including header trans-
lation for Ty input streams. The B-NT system
can perform functions under normal situation with-
out TFCM. However, under the network conges-
tion, QoS of user traffic cannot be guaranteed
without some methods for preserving or others,
and the network node also endures a heavy
loaded state without some methods at user side.
Hence, we present a method locating a traffic
flow control function between ATM multiplexing
point and Tg interface (here, we call TFCM) for
the suppression of traffic output flow under the
network congestion. In addition, the B-NT sys-
tem we develop has no method of cell discarding
in Sg interface function for UPC. TFCM per-
forms a part of UPC function by discarding cells
with lower cell loss priority to complete UPC
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functions in B-NT.

TFCM 1s a module for the preservation of in-
formation from the customer premises into the
network node under the emergent situation of
network congestion. TFCM can preserve the
precious user information temporarily and release
the stored information when the network changes
to normal condition. The proposed scheme does
not affect the traffic flow to guarantee complete
transparency of the information transfer under
the normal situation.

We classify input traffic into two types, Type-
A and B, for segregution of bandwidth for indepen-
dent processing to each traffic with different re-
quirements [5]. For simplicity in real implemen-
tation, we just separated into these two types.
Delay-sensitive traffic such as voice and video is
classified to Type-A traffic while loss-sensitive
traffic such as LAN data is classified to Type-B
traffic. We do not consider traffic flow control
per virtual connections as we assume the network
node has shared buffer scheme in which the node
buffer 1s shared by multiple connections.

We also present a definition of the state in the
network node for the proposed scheme. We de-
fine pre-congestion state as the state at which sum
of input traffic amounts exceeds the capacity of
the mnput links in network node to result input
cells buffered in the buffer of the node, congestion
state at which the input traffic of the node can-
not be transferred to the destination due to over-
flow of the node buffer, and normal state which is
the case other than these two states. More spe-
cifically, pre-congestion state 1s assumed to be
detected at which the buffer level exceeds its
threshold level in the shared buffer of the net-
work node. The threshold level can be adapted
not to lose stored data in the node buffer due to
long transmission delay for alarm message trans-
fer. It also must attain more buffer utilization as
possible. The detailed criteria for the detection of
the network state is needed for analyzing the
behavior of the network node which is for further
study.

www.dbpia.co.kr
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B. Satructure of TFCM

TFCM consists of five blocks, which are input
Traffic Classification Block (ITCB), Type-A Pro-
cessing Block (TAPB), Type-B Processing Block
(TBPB), Output Traffic Processing Block (OTPB),
and Network Status Receiving Block (NSRB) as
shown in Figure 2,

TAPB
1-cell FIFO B

selective
MoPM—- || ||| cell

- '
yeva I
comparstor networ; OTPBTBIM
Alns,
VPVC
tem;
uble IcE) P‘"‘WL

e{  cell o=
I’ buffer

LoTe; elease |TBPB

' TTCB: Input Traffic Qassification Block

NCPM NSRB
NSRB: Natwork Sutus Receiving Block

Figure 2. The TFCM in the B-NT system

ITCB classifies input cells with their VPI/VCI
values according to the VP/VC table inside of it
and forwards the classified cells into the streams
of each types. In this block, segregation of band-
width to the traffic of each class is attained to
satisfy different performance requirements [5].
TAPB receives Type-A cells from ITCB and in-
formation of the network node state from NSRB,
and discards cells with CLP =1 or passes accord-
ing to the state of the network node. TBPB
receives Type-B cells from ITCB and information
of the network node state from NSRB and stores
or passes the cells according to the state of the
network node, OTPB collects cells from TAPB
and TBPB, and transfers them to TBIM. NSRB
interfaces with NCPM for accepting the infor-
mation about the state of the network and
generates control signals to other blocks. The de-
cision on the network node state in TFCM is
attained only by hardware signal from NCPM to
NSRB caused by alarm message from the net-
work node.

An input cell is stored temporarily in 1-cell
FIFO and VPI/VCI field in cell header is com-
pared with the specified VPI/VCI values in VP/
VC table at ITCB. According to the results of
comparison, cell information is guided into one of
two ports at the end of ITCB. VP/VC table
updates its values with the aid of NCPM which
has roles of connection management, TAPB rece-
ives Type-A cells from ITCB and passes or sele-
ctively discards cells according to the information
of the network node state given by NSRB. TAPB
performs a part of UPC functions in B-NT by
discarding cells with a lower cell loss priority.
TBPB receives Type-B cells from ITCB and
passes or stores the cells into the cell buffer dur-
ing pre-congestion state and releases them when it
changes to normal state. Newly arrived Type-B
cells are buffered after the cells already stored
while cells in the buffer are released. Too long
durations of pre-comgestion states may cause cell
loss due to buffer overflow. Hence, the evalu-
ation of the appropriate size of the buffer is need-
ed and discussed in the fourth section, OTPB
collects cells from TAPB and TBPB and delivers
them out to TBIM. With the collected cells,
OTPB serves on the First Come First Served
(FCFS) basis.

Il. Traffic flow control mechanism

We need to evaluate the performance of the pro-
posed scheme under pre-congestion state before the
actual implementation of the scheme. For the
evaluation, we need to model the input traffic
pattern and the variation of the state of the net-
work node connected with B-NT. The procedure
for the proposed scheme must be also described
to be analyzed. We describe a control procedure
for the proposed traffic flow control as follows :

1. Inspect the VP1/VCI value of input cells and
separate into two types of cell streams, If Type-
A, go to step 2, otherwise go to step 3.
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www.dbpia.co.kr



WA G R AR ik '94-6 Vol 19 No.6

2. If the network state is normal or pre-conges-
tion, just pass Type-A cell flow without discar-
ding and go to step 1. If congestion, discard cells
with CLP ==1 and go to step 1.

3. If the network state is pre-comgestion or con-
gestion, store Type-B cells in the cell buffer tem-
porarily and go to step 1. If normal, go to step 4.

4. Just pass Type-B cell flow if the TFCM buf-
fer is empty. Release stored Type-B cells in the buf-
fer while newly arrived Type-B cells are buffered
if the buffer is not empty. Then go to step 1.

According to the description, the queue model
of the B-NT system with the proposed scheme
can be drawn as shown in Figure 3.

buffered

network node state

Figure 3. Queue model of the B-NT with the proposed
scheme

After multiplexing the input traffic in four qu-
eues, the multiplexed traffic pattern is served ac-
cording to the proposed scheme. We consider this
queue mode] for the simulation to evaluate the
performance of the proposed scheme. Hence, we
first model the input traffic of the queues at the
multiplexer as described in [6].

Cell arrival and departure occur in a discrete
time unit for cell transmission called slot. The tr-
affic is modeled by an Interrupted Bernoulli Pro-
cess (IBP). An IBP has ON and OFF state alter-
natively. A cell arrives in a Bernoulli fashion
when the process is in the ON state. No cell ar-
rives when it is in the OFF state. Assuming the
process is in the ON state, No cell arrives when it
is in the OFF state. Assuming that at the end of
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slot 7 the process is in the OFF (or ON) state, it
will remain in the OFF (or ON) state with prob-
ability ¢ (or p), or it will change to the ON (or
OFF) state with probability 1—g (or 1 —p). If the
process 1s in the ON state, then a cell will arrive
during a slot with probability a.

The characteristics of each traffic is specified
by following parameters : peak arrival rate a, av-
erage burst length 7', and burstiness 8. Here, we
define the burstiness as the ratio of peak arrival
rate to average arrival rate. The average burst
length 7" and average arrival rate p are related to
the IBP parameters (p. ¢. and «) as follows :

o1
r=9-
o a’(l“q)
P
2-p—q

For the performance evaluation of the proposed
scheme, we need a model to describe the chara-
ctertstics of the varying state of the network
node. The state of a network node is intrinsically
probabilistic. In addition, the state is correlated
with the action of UNIs resulted by the proposed
scheme here. It 1s much difficult to model such
phenomena consequently. For simplicity and con-
venlences n analyzing the proposed scheme, we
vse a simple model as explained below, We ne-
glect the correlated effects by the proposed scheme

Traffid]
load

Figure 4. Three states of the network node
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into the network node, assuming that the node
connects numerable UNIs so that the effect by a
single UNI is negligible. We consider the changes
of the state in the network node as a normal,
pre-congestion and congestion transition as shown in
Figure 4.

Hence, we regard the process as a 3-state Mar-
kov chain which may present a special case of
the congestion state of the network nodes which
also leads to the more conveniences in the per-
formance evaluation. The varying state of the
network may be described in discrete time units
as in the case of input traffic arrivals. In ad-
dition, the state of the network node may stay or
transit with a similar manner as in the ON and
OFF transition of the input traffic arrival pat-
tern, Assuming that at the end of slot { the pro-
cess is in any state, it will remain in the original
state with a certain probability, or it will change
to another state with some probability. The tran-
sition between the normal, pre-congestion, and con-
gestion state is shown in Figure 5.

Figure 5. Transition between network node states

Then the characteristics of network node are
specified by the following parameters : probability
of staying at congestion state p., probability of st-
aying at pre-comgestion state p,, probability of st-
aying at normal state p,, probability of transition
from congestion state to pre-congestion state p.p,
probability of transition from pre-congestion state
to normal state p,,, and probability of transition
from normal state to pre-congestion state pnp. In
the steady state, these parameters are related as
follows :

l—pcp prp 0
(2 by Pn] Do 1= Dpc—Dpm  Drn :[pc by pn]
0 Pnp 1=pnp
be +ﬁt) +pn =1

The probability to be busy in TFCM Pguysy,
which represents the degree of pre-congestion or
congestion occurrence, is given as

Prusy =1 — pa

The value of Pgusy is changed to generate the
values of p, and p. for simulating changing status
of the network node.

IV. Simulation results and discussions

For an analysis of more actual cases, we as-
sume four traffic inputs with different rates and
required QoS as used in [6]. For simplicity, we
adopt a set of traffic input as shown in Table 1,
which was used for the analysis of scheduling al-
gorithm in [6]. Input traffic of port 1, whose
burstiness is unity, is to be classified to Type-A
while those of the others to Type-B.

Table 1. Input traffic parameters

port no. 1 2 3 4
peak rate 20 Mbps | 100 Mbps | 50 Mbps | 10 Mbps
normalized
peak rate 0.134 0.668 334 134
burstiness 1 6.68 3.34 134
burst length - 500 slots | 100 slots | 100 slots

We assume an STM-1 transmission line for the
reference of slot time. Excluding overheads of
SDH frame, it transferes cells at 149.76 Mbps.
One service slot corresponds to the transmission
time of one cell, 2.831 us. We assume each size of
the buffers before the multiplexer in the queue
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Table 2. Cell loss rate of Type-B flow vs. buffer size in TFCM (90% Confidence Interval)

o e | T | orimons | o [meassrnis | TR | eosoas
100 0.010816+0.00184 0.0301+0.002362 | 0.059228+0.008837 |  0.1025+0.040039 | 0.199899+0.04644 | 0.679554+0.180589
500 0.0003+0.000037 | 0.002707+0.000329 | 0.009478+.0.000996 | 0.022999+0.008217 | 0.066532+0.008696 { 0.312819+0.087085
900 0 | 0.000167+0.000073 [ 0.001523+0.00071 | 0.005591+0.000722 | 0.024795+0.007056 | 0.200895+0.073014
1200 0 0] 0.000363:0.0001 | 0.001934+0.000566 | 0.01326+0.005329 | 0.165152+0.068156
1500 0 0 0 1 0.000514+0.000083 | 0.006284+0.000577 | 0.132813+0.041349
2000 0 0 0 | 0.000181+0.000066 | 0.001716+0.000569 | 0.094204+0.02099
2500 0 0 0 0 { 0.000247+0.000045 | 0.092391+0.036166

Table 3. Mean Cell Delay of Type-B flow vs. buffer size in TFCM (90% Confidence Interval)

e o P | Ppe015,Pp=0075 | Pp=02Pp=0. | Ppe025,Pe=0.125 i apapbin Ppe0.5, Pox0.25
100 72.2780220.278391 | 36.773899+0. 164763 | 53.0629824 1331141| 6722506951 268248 | 94.012343+ 1 466858 | 294.9171 2612328315
500 39.168746+0.33628) 81.7706322+1.811875[135.45718323.9437121199.504587+4.468363 | 335.484684+8.226351 |1107.979366+36 495966
500 38.40524220.333166| 847716524 1.205082 151 262339+ 352394 | 244 56735 723.624983 | 44412148543 697379 1850.645678:89.035415
1200 39.91319820.281481 | 88.896597+.4.202458 |1 60.38827743 710521 | 264 801 42644.144724 | 517 839666+5.031962
1500 37.924953+0.296942| 84 9414032 1 749228 |1 $4.40289354 351 54| 261 21662+4.777665 | $64.099509+3 503702
2000 38.28364820.294241 | 85.64257721.577553 |156.41 137753 56579 | 265 85997523.939909 | 638.2952022 11503643
2500 19.48901240.27417 | 87.025097.+ 1 208988 |1 58.88136224.486293 | 212786582 3.085656 | 663.919471511.929117

model is 60 cells. For an analysis at more actual
condition, we adopt a Queue Length Threshold
(QLT) strategy, which shows the best results in
(6], for scheduling in the multiplexer. The output
of the multiplexer is assumed to be fed into
TFCM. Threshold values of the buffers for the
strategy are selected as 3, 50, 3, and 5 each [6].
We analyze the proposed scheme depicted in Fig-
ure 3 by simulation. The batch size is 24,000,000
slots and the number of batch is 10 in our simu-
lation. We simulate about only Type-B flow and
let Type-A flow, with CLP bits fixed to zero, not
be affected by the changes of the network node
state. CLP bits are fixed to zero when the traffic
arrival in Sg interface does not violate the prede-
fined traffic parameters and we assumed a con-
dition of no violation in Type-A flow. Simulation
results are shown in Table 2 and 3. Moreover,
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they are plotted in Figure 6 and 7.

Figure 6 shows the result of cell loss rates on
Type-B flow vs. buffer size at TFCM varying pro-
bability of staying at pre-congestion or congestion
state, Cell loss rate is approached to zero when
the buffer size 1s larger than 500 cells at low de-
gree of pre-congestion or congestion occurrence
(Pgusy = 0.14286, p,=0.09524, p.=0.04762) while
goes under 0.002 when the buffer size is larger
than 2,000 cells at the medium degree of pre-con-
gestion or congestion occurrence (Pgysy == 0.5, pp
=(.3333, p.=0.1667). It is noted that buffer size
larger than several thousands of cells has no way
of prevention with a reasonable buffer size under
the high degree of pre-congestion or congestion
occureence (Pgpysy =0.75, pp=0.5, p.=10.25). It
implies that its implementation is possible with a
limited size(> 2,000 cells) of memory chips for
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the buffer in TFCM under the network node st-
ate with a degree lower than medium of pre-con-
gestion or congestion occurrence.

Butfer size [colls]
100 $00 1000 1500 2000 2500
A ' 4 N
{

0.t

Call loss rate
o
-4
1

0.001 -~

Figure 6. Cell loss rate of Type-B flow vs. buffer size in
TFCM

10000

1000

Heon coll delay [siots]
-3
8

f

Tr2sR
H

86

M

krg

[RARARE

100 $00 1000 1500 2000 2500
Butter size {cells}

Figure 7. Mean cell delay of Type-B flow vs. buffer size
in TFCM

Figure 7 shows the result of mean cell delay vs.
buffer size varying probability of staying at pre-
congestion Or comgestion state, Cell delay stays be-
tween 600 and 700 cell slots, which is equivalent
to delay time of 1.6 ms~1.98 ms, after the buffer
size is over 2,000 cells under the medium degree
of pre-congestion or congestion occurrence, This
result shows that the performance of cell delay is
less significant compared with that of cell loss for
the proposed scheme, It is also noted that buffer
size larger than several thousands of cells has
little effects on the performance of cell delay
under low and medium degree of pre-congestion
or congestion occurrence,

With additional information to these results, we
can design the traffic flow control module which
can efficiently prevent the medium degree of net-
work node busy states. Besides the simulation
results, we need to gather more meaningful infor-
mation about the varying congestion state of the
network node to design a more advanced scheme,
With the deeper study on the characteristics
about the congestion state, it also may be poss-
ible to analyze the actual performance of the pro-
posed scheme.

V. Conclusions

We proposed a traffic flow control scheme for
prevention of congestion in B-ISDN UNI and an-
alyzed the performance of the proposed scheme
under assumed network congestion state, As re-
sults, the appropriate buffer size is evaluated and
the possibility of actual implementation for the
congestion flow control by the proposed scheme
is discussed., We assumed a network node with a
buffer shared by multiple connections for the ev-
aluation. For the application of the proposed
scheme in more general cases, considerations on
the states of each links or virtual connections and
nodes in the whole network are needed. We just
confined the state of the network to the network
node connected with B-NT system for con-

venience of analysis in this paper. More study
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and analysis based on the description of the state
of the whole network are expected to be done,
The procedure for end to end transport with more
complete description and solution of congestion
control issue also needs to be studied.
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