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Adaptive Rate Control Scheme for Very Low Bit Rate Video Coding
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ABSTRACT

In video coding systems, an effective rate control method is one of the most important issues for the good video
quality. This paper presents an adaptive rate control scheme based on buffer fullness, quantization, and buffer
utilization for very low bit rate communication lines, such as 16kbit/s, 24kbit/s, and so on. The strategy is
implemented on H.263, which is a video coding algorithm for narrow band telecommunication channels up to
64kbit/s recommended by ITU-T SG135, to show the effectiveness. The simulation result shows that the suggested
rate control scheme has better SNR performance and buffer utilization of source coder than those of linear and
non-linear[9] buffer control strategies.
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1. Introduction One of the important technologies to guarantee

constant video quality in audio-visual communication

applications such as video-telephony, video-conferen-

i e ] cing through the public switched telephone networks
hadh 1% 1 . .. . .
;ig;}:%}sz-ll% or mobile communication lines is the rate control
ZHF1995% 117 6H method. Because decoded video quality depends on
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the coding parameters which are controlled by the
rate control method, an effective bit rate control
method is one of the most important issues in video
coding systems for the transmission through the very
low bit rate communication lines with limited trans-
mission rate such as 16kbit/s, 24kbit/s, and so on. In
video coding system, each of video frames generates
different amount of data according to its activity, so
it is necessary for the rate control schemes to handle
the bit rate generated by source coder to preserve
constant image quality[8].

In general, rate control scheme can be classified
into two types|6], which are forward rate control and
backward rate control method. In video coding sys-
tem with forward rate control, the quantization
parameters and all of the rate control variables are
determined by examining input image's activity such
as variance, number of object, etc. On the other hand,
in backward rate control scheme, bandwidth of trans-
mission line, buffer size, and amount of generated
data for previous frames are critical factors for the
decision of the coding parameters.

In this paper, we present an adaptive rate control
scheme which determines the coding parameters such
as quantization parameter, threshold value for block
classifications based on buffer status. The buffer status
is modeled as a non-linear system to get high ad-

aptivity to input sequence in accordance with pre-

vious history, amount of bit generated in current
frame, scene changes and other circumstances. The
presented scheme is implemented on H.263 video
coding algorithm suggested by ITU-T SGI15 to show
the effectiveness.

The paper is organized as follows. The overview of
narrow band video coding algorithm H.263 is de-
scribed in Section 2. In Section 3, we explain a new
adaptive buffer control scheme using buffer_fullness,
quantization parameter, and block classification in-
formation in some detail. Then experimental results
are given in Section 4 to show the effectiveness of the
presented strategy. Finally, we draw conclusions with

a few future works in Section 5.
II. Very Low Bit Rate Video Codec H.263

The draft rccommendatién H.263 is designed for
compressing the moving picture component of audio-
visual services at very low bit rate up to 64kbit/s[10].
The generalized block diagram of H. 263 source coder
is shown in Figure 1. A hybrid of inter-picture predic-
tion to utilize temporal redundancy and transform
coding of the remaining signal to reduce spatial re-
dundancy is adopted. The main elements are predic-
tion, block transform, quantization, and variable
length coding.

The video multiplex is arranged in a hierarchical
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Figure. 1 Block diagram of H.263 source coder
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Figure. 2 Simple buffer control scheme in H.263

structure with four layers. From top (o bottom the
layers are picture, group of blocks, macroblock, block
[10]. Each picture is divided into macroblocks. For
each macroblock, the coder finds best matched mac-
roblock by minimizing the displaced block difference
(DBD) to climinate temporal redundancy. According
to the result of prediction the coder decides which
coding modes, intra-or inter-mode, should be used. If
small DBD has occurred the macroblock is coded
with inter-mode which transmits coded stream of the
displaced vectors and DBD. Otherwise macroblock is
coded by intra-mode which transmits block infor-
mation. DBD and block information are transformed
by discrete cosine transform(DCT), quantized, and
then coded by variable length coder(VLC), in inter-
and intra-mode, respectively.

For realistic simulations of video codec with limited
buffer and coding delay, a buffer regulation is needed.
Several parameters may be varied to control the rate
of generation of coded video data. These include pro-
cessing prior to the source coder, the quantizer, block
significance crilerion, and temporal subsampling. The
conventional buffer control strategy is characterized
in Figure 2[9].

To regulate the output bit rate, H.263 uses the fol-
lowing picture quantization parameters as initial, but
for now do not specify any specific buffer regulation

method as a recommendation[10].

— |
QPi:QPi—l 1 +M ‘i"M

B R 1

AB=B;_,—B )

mb

AZB:Bi,mh’“W B (3)
where O P; is the quantization parameter for i frame,
’Qﬁfx is the mean value of the quantization par-
ameter for previous picture, Bi-, is the number of
bits spent for the previous picture, B is the target
number of bits per picture, mb is present macroblock
number, M B is the number of macroblocks in a pic-
ture, Bims 18 the number of bits spent until now for
the picture, and R means bit rate. The ﬁr§t two terms
of this formula arc constant for all macroblocks
within a picture. The third term adjusts the quantiz-
ation parameter during coding of the picture. So Eqg-
uation (2) is characterized as a linear rate control
scheme to determine the quantization parameter QP
for each macroblock, that is QP= QP Xf(rate of
bit generated from previous picture (o currenl macro-
block). For this buffer regulation, it is assumed that
the process of encoding is temporarily stopped when
the physical transmission buffer is nearly full. This
means that buffer overflow and forced-to-fixed blocks
will not occur. However, this also means that no
minimum frame rate and delay can be guaranteed(10].

In this paper, we consider linear control and non-
linear rate control schemes characterized as Equation
(4) and (5) to compare the effectiveness of proposed
scheme at the next section. In linear rate control
strategy, quantizalion parameter QP is determined as

follows
QPm)=bn—1) @

where QP(n) is the normalized quantization par-
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ameter of the n* macroblock and 6(m—1) is the nor-
malized rate buffer occupancy at the (#—1)* macro-
block. On the other hand, [9] suggested the non-linear
rate control scheme using a nonlinear relationship be-
tween the buffer occupancy and quantization par-
ameter. In this scheme, quantization parameter QP is

determined as follows

QP(n)=
oAa™"bn—1)*
1= —a){(1 =)' (1 —bln—1))

ifo<bn-1N<a
fasbn—-1<1
(5

where QP(n) and b(» —1) are the same as described in
Equation (4). If k=1, it is equivalent to the linear
rate control scheme. In these two methods, the quant-
ization parameter QP is decided by only buffer occu-
pancy without any consideration of input video

characteristics when the constant « and k& are fixed.

. Adaptive Rate Control Scheme

We present more adaptive rate control scheme based
on buffer_fullness and quantization parameter for very
low bit rate video coding applications. In our method
two parameters are controlled. They are quantization
parameter QP and block classification information
COD that represents whether a macroblock is coded
or not. In the area of very low bit rate video com-
munication with limited physical buffer size, the sig-
nificant problem for rate control is a buffer overilow
which causes data loss or great coding delay. So it is
very important to predict the amount of data exactly
when a macroblock is coded in given quantization
parameter. Because a good prediction of data amount
to be generated makes source coder know the best
matched quantization parameter QP with considering
the relationship between QP and amount of bits at
that QP, it is possible to use physical buffer effectively
by taking QP and COD values without buffer over-

flow and underflow. Thus, in presented scheme, we

use the history of relationship between quantization
parameter and amount of bit generated at that quant-
ization value to get the most proper QP. The quant-

ization parameter QP is calculated as Equation (6).

QP(n)=min {QP|Cn—1) +f(QP)—mb< BSX u}
Cm)=Cn—1) + B(n) — mb (6)

where QP(n) is the quantization parameter for n™
macroblock, C(z—1) is the amount of buffer content
until (2 ~1)" macroblock, mb is the mean of out go-
ing bit rate to channel for a macroblock, BS means
physical buffer size, u means buffer utilization factors,
and f(QP) denotes the amount of bit to be generated,
which is described in QP-Bitrate table, and B(») me-
ans number of bits generated by source coder for n*
macroblock. In Equation (6), QP-Bitrate Table is
composed of pairs of QP value and bit rate as shown
in Table 1. The amount of bits in QP-Bitrate table is
changed with the most recently used QP and the re-
lated amount of bit generated during the video
coding, but QP is fixed as initial. This table gives
more adaptable QP than those of linear, non-linear
methods which consider only QP and buffer status.
That is, QP-Bitrate table is adaptively changed by

consideration of the characteristics of video sequence.

Table 1. An example of QP-Bitrate table

QP value } Amount of Bits
1 545
2 480
31 20

Since the source coder generates different amount
of bits according to coding modes such as intra, inter
in motion compensated hybrid video coding methods,
it is necessary to use separate QP-Bitrate table for
each ones. With the same rate control scheme written
in Equation (6), we can make QP-Bitrate tables for
different coding modes to predict accurately bit

amounts to be generated. The formula described
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above says that the QP for current macroblock is de-
termined by considering the prediction of relationship
between QP and bit rates and buffer utilization whose
range varies from 0 to 1. As buffer utilization comes
close to 1, the source coder has lower QP but buffer
overflow would be occurred more probably.

To get more adaptivity to physical buffer size, we
use the block classification information(or coding type
of block) COD which tells whether the macroblock
will be coded or not. The COD is used for only inter-
mode macroblock. In very low bit rate video coding,
more than three quarters of macroblocks must be
coded by inter-mode to meet the bit rate. So if we use
the COD well we can get good video quality without
great loss of degradation. In presented scheme, only
buffer fullness is considered to decide COD. COD is

determined as Equation (7).

0 if (buffer fullness < threshold)
1 otherwise )]

CcoD=

where buffer fullness is defined as %m
value 0 means that the macroblock must be coded
and value 1 means that only COD value must be tr-
ansmitted without coded information of macroblock.
If a macroblock is coded with ‘not coded” mode, the
content of the macroblock at the same position in the
last picture is copied into the present macroblock. So
we can reduce the amount of bit generated by source
coder. The block classification information is useful
to avoid the buffer overflow in case of wrong predic-
tion of QP at QP-Bitrate table.

IV. Simulation Results

In this section, we show the experimental results to
evaluate our rate control scheme which is implement-
ed on H.263. As a distortion mcasure, we take the
PSNR, which is defined as

1136

(8)

2552
PSNR=10 - log

MSE

where MSE is the mean square error of the com-
pressed imagel4].

In simulation, the Miss America, Carphone, Fore-
man and Sales man video sequences are used to show
the effectiveness of the suggested rate control scheme.
The format of test sequences is 4:2:0 QCIF which
consists of Y, Cb, Cr with size of 176 pels/line, 144
lines/frame for Y, a quarter of Y for Cb, Cr. The
frame rate of lesl sequences is 5 frames/sec. The
simulation is performed with the 2kbits, 4kbits size of
physical buffer and 16kbit/s, 32kbit/s transmission
rate in three method, respectively. And we take buffer
utilization factor p=0.6 and threshold valuc threshold
=0.8 for COD in proposed scheme. To make use of
the characteristics of each coding modes we use two
QP-Bitratc table for intra and inter modes. At cach
table, the QP and Amount of Bitrate are changed
hbased on generaled bitrate at the corresponding
modes.

The physical buffer size is closely related the coding
delay. If we use the unlimited buffer, we can not
guarantee the delay. In simulation the delay is less
than (buffer size/transmission ratc) at worst case. Be-

cause we set the average buffer utilization at 0.6, the
3
average coding delay for each macroblock is 20 at

cach simulation conditions.

The simulation results are given in Table 2. At each
test sequence, the proposed scheme has better PSNR
performance by 2dB than those of any other two me-
thods at 16kbit/s and 32kbit/s. The buffer utilizations
of lincar and non-linear methods are dependent on
the physical buffer size and the characteristics of test
sequences. Butl in proposed scheme, buffer utilization
1s near to initial buffer utilization factor u. That is to
say, the proposed scheme has good adaptability to
video sequences. Table 3 shows the relalion between

buffer utilization and buffer overflow. We find out as
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Table 2. Average PSNR and buffer utilization(B-utl) for test video sequences when we adapt the conventional linear

rate control, non-linear rate control suggested by [9] and proposed rate control schemes at the rate of 16kbit/

s, 32kbit/s, respectively

_ Bit Rate ] Schemes Miss AmcricaA N Carphone ~ Foreman Salesman
7 PSNR | B-ul | PSNR | B-utl | PSNR | Butl | PSNR | Bl
i linear | 3848 | 020 | 3094 | 052 | 3048 | 053 32.32 0.28
16kbit/s | nonlinear | 3811 | 037 | 3080 053 | 2946 | 051 212 | 040
- proposed | 42,59 | 058 | 3292 | 06l | 3234 | 063 | 3a9 | o060
| tinear | 4043 | 0.3 293 | 038 | 3141 | o046 | 3492 | ois
32kbit/s | nonlinear | 40.56 | 031 | 3250 | 045 | 318 | 049 | 3479 | 034
proposed | 43.80 059 | 3418 | 059 | 3453 | 060 | 3680 0.57

Table 3. Trade-off between buffer utilization(B-utl) and number of overflowed macroblock(NOVM)

Bit rate B-utl Miss America Carphone Foreman Salesman
L | PSNR_| NOVM | PSNR | NOVM | PSNR | NOVM
0.1 37.07 o | 2279 | o | 2115 205
02 | 3586 | o0 | 2786 | 0 | 2799 247 | 3135
03 | 3595 | ol o1k |0 | 207 | 247 | el
04 | 3655 | 0 | 28.06 0| w31 | s
tekbit/s | 05 | 3722 | 4| 23 | 0| 3% 246
06 | 4259 | 43| me | o | nu REYI Y
07 44.76 362 | 3304 | 105 N
08 | 4372 | 462 | 3203 121
09 | 4174 2590 | 3178 2531
N | ol 36.94 ol was | o
02 [ 3ma8 | 0| 202 | 0
03 | 368 | 0| 2009 | 0
04 | 3758 | 0 | 2918 | 0
nkbit/s | 05 | 4213 | o | 2924 | 0
06 | 4380 | 0 | 3418 | o |
| 07 w69 | 7| s | s
08 | 4307 | 218 | 3418 501
09 4257 38 | 3337 | 488 |

the buffer utilization factor comes close to 1, buffer
overflow will be occur more frequently. In case of
buffer overflowing, we discard the macroblock and
we copy a macroblock from the previous frame at the
same position to reconstructthe broken one.

In Figure 3, 4, and 5, we depict PSNR and amount
of bits generated at each frame of Carphone video se-
quence to show some more detailed results of the
schemes at 16kbit/s, 2kbits buffer size. We find that
the PSNR performance is much higher and data gen-

eration is more regular with the suggested strategy. In
other test video scquences, lransmission bit rates and
buffer sizes, similar results are obtained. Figure 5
shows the buffer status of three rate control schemes
sampled from block number 100 to 500. The plotted
points in below 0 and above | of buffer fullness
means that buffer underflow and buffer overflow
have occurred, respectively. In the figure, the pro-
posed rate control scheme has better buffer utilization

without buffer overflow and underflow than those of
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any other schemes. In other words, the proposed str-
ategy predicts the amount of bits to be generated ac-
curately. Thus, a good video quality can be obtained
by taking appropriate QP.

With the proposed scheme, we tan get encouraging
results for very low bit gate video .coding algorithm
with video telephony image sequences and control the
bit rate to be generated more adaptively.

Average PSNR of Carphone image sequence

T
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T T T T
“linear* -—
"nonlinear™ ----
"proposed”* ----- o

1 . 1 1

40 50 60 70

frame number

Figure. 3 The PSNR of Carphone sequence along the frame
number at 16kbit/s transmission rate
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Figure. 4 The number of generated bits for Carphone se-
quence along the frame number
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Buffer fullness of Carphone image sequence
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Figure. 5 The Comparison of buffer status between conven-
tional linear, non-linear and proposed schemes at
16kbit/s, 2kbits buffer size
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