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Performance Evaluation of a High-Speed LAN
using a Dual Mode Switching Access Protocol
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ABSTRACT

In this paper, a new high-speed local area network using a dual mode switching access (DMSA) protocol
implemented on a dual unidirectional bus is described. By utilizing the implicit positional ordering of stations on a
unidirectional bus, the proposed system switches between random access mode and the token access mode without
unnecessary delay. Therefore, unlike other hybrid systems such as Buzz-net and Z-net, DMSA does not show a
rapid degradation in performance as the load increases.

We obtain the average channel utilization and the average access delay by using a simplified analytic model. The
numerical results obtained via analysis are compared to the simulation results for a partial validation of the
approximate model. The performance characteristics of DMSA are also compared to those of Expressnet via
simulations. The main advantages of DMSA are superior delay-throughput characteristics at light and medium
loads, compared to other LAN systems, and the capability of providing a single active station with full capacity of

the channel.
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I. Introduction

In the recent past, several LAN protocols aimed at
high data rates have been proposed. Most of these
protocols are token passing schemes (either explicit or
implicit) based on unidirectional dual bus architec-
ture’@®_ These token passing protocols allow all
stations a fair round robin access to the channel with
a bounded delay, and provide good performance at
high data rates. Under these protocols, however, there
exists a delay that a station experiences between two
consecutive transmissions even at very light loads. An
implication of the existence of this delay (intercycle
latency) is that the channel utilization is poor if the
number of packets transmitted in a cycle is so small
that the intercycle latency dominates the cycle length.
Another problem caused by the intercycle latency is
that it can prevent+a station from fully utilizing the
bandwidth even when there are no other stations
contending for the channel®. Consequently, in order
to overcome the intercycle latency problem, some
authors have proposed hybrid protocols that combine
the advantages of token passing and random access
schemes®®M®_ These protocols perform access mode
switching between the random access and the token
access modes.

Buzz-net® and Z-net'® are hybrid protocols imple-
mented on a unidirectional dual bus architecture
shown in Figure 1 (a). Under the medium access control
of Buzz-net, the system switches from the random
access mode to the controlled access mode using the
buzz signal transmission procedure when collisions
occur. In Z-net, a station has an active switch on the
left-to-right (L-R) channel and a passive switch on
the right-to-left (R-L) channel. Z-net performs switching

implicitly via active switches on the L-R channel
which block the signal propagation along the channel.
The main advantage of Buzz-net and Z-net is the lack
of medium access delay at light loads. A drawback of
Buzz-net and Z-net is a rapid degradation of perform-
ance as load increases”. For instance, Buzz-net is
superior to Expressnet at light load, but it is outpe-

rformed rapidly by Expressnet as load increases.
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Fig 1. Unidirectional bus architectures: (a) dual bus and (b)
single-folded bus.

DDMNET? is implemented on a singled-folded
unidirectional bus architecture shown in Figure 1 (b).
Under this protocol, each station transmits packets
on the outbound channel as long as the channel is
sensed idle. When a collision is detected in the inbound
channel, the most upstream station (Station 1) initiates
the controlled access mode by transmitting a control
frame called LOCOMOTIVE. The main strength of
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DDMNET is a good delay-utilization characteristic
for a wide rage of loads. However, in the random
access mode, due to asymmetry of the single-folded
bus architecture, DDMNET exhibits unfaimess among
the participating stations. Another problem of
DDMNET is that the protocol requires the most
upstream station to assume a special control responsi-
bility, which should be taken by some other station
when the control station fails.

CTRA protocol®™ is a hybrid protocol based on a
ring topology. This protocol uses a buffer-insertion
mechanism to superimpose a random access mode to
the basic timed-token access protocol. The add-on
random access mode enhances network efficiency by
utilizing the slack capacily not altainable by the
token access protocol. CTRA, however, uses an aclive
buffer in the station-ring interface which is not desir-
able for local area networks since it may results in
extra cost as well as an increase in the probability of
a network failure.

In this paper, we propose a new hybrid protocol,
called DMSA, based on a unidirectional dual bus
architecture. The proposed protoco! is similar to
those of other hybrid protocols in that it switches
back and forth between the random access and the
controlled access modes as collisions occur. The main
difference is in their switching algorithms. Under
DMSA, switching between the two access modes is
done by uiilizing the implicit positional ordering of
stations on a unidirectional bus. The switching
method of DMSA has a smaller latency compared to
other methods based on a unidirectional dual bus
architecture. Therefore, DMSA does nol show a rapid
degradation in performance as the load increases. In
addition, unlike other hybrid protocols such as
CTRA and DDMNET, DMSA does not use active
station-network interfaces, and not require a specific
station to perform a special control operation.

The rest of the paper is organized as follow : Section
Il describes DMSA protocol and presents detailed

state transition diagrams. Section I presents per-
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formance analysis using an approximate model under
several assumptions. In Section IV, the performance
characteristics of DMSA protocol are investigated via
simulations. The numerical results obtained in Section
HI are compared to the simulation results to provides
a partial validation of the approximate model. The
performance characteristics of DMSA protocol are
also compared to those of Expressnet to demonstrate
a niche for the protocol. Finally, Section V concludes

the paper.

. Description of Dual Mode Switching
Access Protocol

Under hybrid access protocols, upon experiencing
or detecting a collision, stations switch back and forth
between the random and the controlled access modes
according to their swilching rules. Buzz-net uses a
global switching procedure in which the buzz signal is
transmitted to clect unanimously a station that is sup-
posed to initiate the controlled access mode. In
DDMNET, the controlled access mode is always
started by the most upstream station on the bus when
the station detects a collision on the inbound channel.
Z-net and CTRA perform switching implicitly using
active station-network interfaces.

The basic idea of our switching algorithm is that,
by virtue of the unidirectional property of the dual
bus, each station involved in a collision can determine
its relative position on the bus among the backlogged
stations by observing collisions on the bus. A station
that assumes itselt as the leftmost station initiates the
controlled access mode immediately without waiting
for a global event. Therefore, unlike other hybrid
protocols such as Buzz-net and DDMNET., the sys-
tem under DMSA protocol can resolve multiple
collisions concurrently.

The medium access control of DMSA protocol
consists of two different access modes : random access
and controlled access. The controlled access mode is

further divided into two submodes: token passing and
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suspended. Under light loads, a station is typically in
the random access mode, but it enters the controlled
access modes occasionally when experiencing or
dectecting a collision. Under heavy loads, a station is
in the controlled access mode most of the time due to

the high probability of collision.

1. The Random Access Mode

The access scheme in the random access mode is
essentially CSMA/CD whereby a ready station attempts
to access the channel whenever it senses the channel
idle, and it aborts the transmission if a collision is
detected. The state transition diagram for the random
access mode is shown in Figure 2. In this diagram,
the labels on the arrows are the conditions that cause
the transitions to occur, and the corresponding outputs
of the transitions are to the right of the slash. For
example, CS/CI Tx means that a station detects carrier
on the bus and it transmits a CI (Collision Indicator)
upon the transition. Cl is a short jamming signal used
to reinforce a collision. The label (CI, L-R) represents
the event that a station detects a CI on the L-R bus.
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Fig 2. The state transition diagram of the random access
and the suspended modes.
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2. The Suspended Mode

Figure 2 also shows a state transition diagram of
the suspended mode. A non-backlogged station, upon
detecting a Cl, moves to the suspended mode. The
station remains silent and waits for the end of the
implicit token passing procedure to resume packet
transmission. Note that, if a station in the Hold III
state has any packet to transmit, it moves to the In-
terior state of the token passing mode. Therefore, a
station that moves to the Hold III state with a packet
ready to transmit immediately makes a transition to
the Interior state. This allows a station in the Hold
IT1 state to join the token passing mode transparently

without causing a disturbance.

3. The Token Passing Mode

A state transition diagram in the token passing
mode where stations transmit their packets via implicit
token passing procedure based on an attempt-and-
defer mechanism is shown in Figure 3. As in Figure
2, the labels on the arrows are the conditions that
cause the transitions to occur separated by a ¢/’ from
the outputs of the state transitions. Each station

involved in a collision moves to the token passing
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Fig 3. The stale transition diagram of the token passing
mode.
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mode (see transition from the Random Tx state in
Figure 2). By virtue of the unidirectionality of the
channels, a backlogged station can easily determine
its relative position among the backlogged stations by
observing the Cls injected onto the bus by the
backlogged stations. For instance, if a backlogged
station = detects a CI propagating on the R-L channel,
it knows that there is a backlogged station to its right
on the bus. On the other hand, detecting no CI on
the R-L channel indicates that there are no backlogged
stations to its right. Therefore, if the station detects
the CI only on the R-L channel, it assumes itself to
be the leftmost station among the backlogged stations.
Figure 4 illustrates the above procedure for the
case of two collided stations. In this figure, the system
is in the random access mode, and Stations 2 and 4
start transmission of their packets at approximately
the same time. When each station, while transmitting
its packet, senses the transmission of the other station,
it aborts its transmission and injects a CI onto the
bus. Within the propagation time between the two
stations, the Cls injected by each station will arrive at

the other station. Upon detecting the CI injected by
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Fig 4. A Space-time diagram of a two station collision.
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Station 4 on the+ R-L channel, Station 2 assumes
itself to be the leftmost station. Similarly, Station 4,
upon detecting the CI injected by Station 2 on the
L-R channel, assumes itself to be the rightmost
station. Stations I, 3, and § are in the Idle state.
Upon detecting the Cls, they move to either the Hold
I or the Hold I state of the suspended mode based
on the transition rules.

The implicit token passing procedure, where each
backlogged station takes its turn for a packet trans-
mission, is initiated by the leftmost station. Then,
stations in the implicit token passing mode transmit
their packets according to the positional ordering via
an attempt-and-defer mechanism(1). Eventually, the
rightmosl station terminates the implicit token pass-
ing mode by transmitting a control packet refered to
as the TI (Termination Indicator) in the state tran-
sition diagram. Upon detecting the TI, each station

moves to the random access mode.

Il. Performance Analysis

In this section, we evaluate the performance of the
proposed protocol via both analysis and simulation.
The performance measures of the primary concern are
the channel utilization and the access delay. We first
build an analytic model reflecting the characteristics
of our system, and we then apply the method presented
by Gerla et. al. (5) to the analytic model. To build an
analylically tractable model, we introduce the following
assumptions:

(i) There are an infinite number of single buffer
stations in the system. Stations are uniformly placed
on the bus.

(i In the random access mode, the signal propa-
gation delay is negligible, and stations immediately
transmit their packets upon arrival without sensing
the bus.

(tii)) In the controlled access mode, only backlogged
stations take part in the implicit token passing pro-

cedure.
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(iv)The CI and TI are immediately sensed by all
stations on the bus. The preamble transmission time,
the carrier detection time, and the TI and CI trans-
mission time are also ignored.

Assumptions (i) and (ii) are made to simplify the
random access mode analysis. Based on these ass-
umptions, we can reduce the system in the random
access mode to a one dimensional model (i. e. sub-
sequent events occurring on the time axis) instead of
a two dimensional space-time model. Assumption (jii)
simplifies the analysis of the controlled access mode.
Under this assumption, the number of packets
transmitted in a controlled transmission cycle depends
only on the length of the previous controlled trans-
mission cycle. Therefore, the assumption makes it
feasible to obtain a recursive formula for the success-
ive controlled transmission cycles. Assumption (iv)
makes the system immediately switch back to the ran-
dom access mode when the controlled access mode
ends.

With the above assumptions, the simplified model
of the system behaves as follows. Initially, it is
assumed that the system operates in the random
access mode. When there occurs a collision, the sys-
tem immediately switches to the controlled access
mode and starts the token passing procedure. Due to
the Poisson arrival assumption and Assumption (iv),
the number of the stations involved in the initial
collision leading to the first controlled transmission
cycle is always two. Now, let’s assume that the token
passing procedure has ended. Then, stations having
generated packets during this time period will attempt
transmission of their packets. If the number of those
stations is greater than one, there will be a collision.
Then, after the bus becomes silent, the second token
passing procedure will begin. The period consists of a
contention period and a token passing period is
defined as the controlled transmission cycle. If no
station or only one station has generated a packet
during the first controlled transmission cycle, the con-

trolled access mode ends, and the system will switch

back to the random access mode. This situation will
be repeated at the end of the second controlled trans-
mission cycle, and so on. Therefore, the bus activity
of the simplified model shows a cyclic pattern alter-
nating between the random access mode and a series
of controlled transmission cycles C;s as shown in Fig-

ure 5.

R Bus cvele

e el

B U ———

Random irges, == Controlled access —

period period

Fig 5. The bus cycle of the analytic model.

We define the random access period as the time
interval during which the system operates in the ran-
dom access mode, and the controlled access period as
the time period which consists of a finite number of
successive controlled transmission cycle. We also
define the bus cycle as the time period from the
beginning of a random access period to the that of
the next random access period. In the following
sections, we will evaluate the average bus cycle length
and determine the useful portion (i.e. time spent in
transmitting packets) of the controlled access and the
random access periods. The channel utilization of the
system is then evaluated as the ratio of the sum of the
useful portions to the average lengths of the bus

cycle.

1. Controlied Access Period Analysis

We assume that the arrival process to the system is
Poisson with mean arrival rate A and that the packet
transmission time is fixed to 7. The one-way medium
propagation time is denoted by 1z and the ** con-
trolled transmission cycle is denoted by C;. Let us
assume that the length of C;_; is 2;_,, and that #;
packets have arrived to the system during C;._,, then,
as shown in Figure 6, z; can be expressed as follows:

B d;+nT ifn; =2

2= .
0 if n;=0, 1. M
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The random variable d; represents the period from the
beginning of C; until the rightmost station detects the
first packet transmitted in C;, and it depends on the
random variable n; since the distance between the
leftmost and the rightmost stations in C; is dependent
on the number of arrivals in C;_,. Unfortunately,
with d; random, we were not able to obtain a s recur-
sive formula we seek due to this dependency. Thus, to
make the analysis possible, we approximate d; as D;
obtained based on the average value of z;_,(see
Appendix). We will discuss the impact of this
approximation on the analytic results when we com-
pare analytic and simulation results of the simplified

model.

A

— S

Fig 6. Illustration of the controlled access period.

Now, replacing d; by D; in (1), and taking the

Laplace transform on both sides, we get

Zi(slu) 1, zimy) =Efe ]
03]

=g Dis[g T
and

Zislm<1, z-pP=1 (3)

Removing the conditioning in (2} and (3) on the

Poisson variable n;, we have

Zislzi=2zi) = Faz_)e s
(z-

¢ )n,»
+Z e—-l),s[e~7‘s]n, LA PR
n!

n;=2 i
:(l +2Az l)e"ul-x + g0 e_(A"M_")zl—l

—e "D g R —pz,_ e DS g g TS, “4

Removing Lhe conditioning in (4) on g;_;, we have
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Zi(s)= j jzi(slz,-nofz,‘_.<z,--.)dz,--l
=(1—-e 2)Z;,_ D +e PZ,_A—2eT)

—All-e e ™) Zi (D) ®

where Z;_,(-) and Z;_, are the Laplace transforms of
%~y and the derivative of the transform, respectively.
From the moment generating property of the Laplace
transform of a random variable, we obtain the first

moment of z; as follows:

i.: '_Zx/'(s)ls=0
=D;(1-Z;_,M) +AZ{- )+ p(zi_, + Z;-, (1) (6)

where p=A/T. Beginning with (2), we also have the

following results for the first controlled access cycle

where #; =2
Zl (s) = e—D.s e—ZT.r’ (7)
u=(D,+27). (8)

Since the values of Z,(A), Z{(x), and z; can be
obtained from (7) and (8), respectively, the average
length of C; for all 7 can be derived recursively from
(5) and (6). The length of the controlled access
period, L, is then given by

LC:_; zx )
Now, we evaluate the useful period in C; for i) 1.
Assuming that z;-,=2;.,. the conditional expected

value of n;, 2) 1, is given by

9

. (g )™
Elnlzii=zi01=L ‘—'—,L‘ e M
me2 ! (10)
=24z, (1 —e™ %),
Removing the conditioning in (10) on z;_;, we have
the average number of packets transmitted in C; as

follows :

Eln;]= (:\E["ilzi‘l =2;11 /2., @) d7i
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Since the number of packets transmitted in C, is
always two, the total number of packel transmitted in

the controlled period, N, is given by
Ne=2+Y Algio, +2Zi-,(1), (12)
oy

and we have the following expression for L;, the use-

ful time in the controlled access period,

:(.‘:T - Ne

=+ L p 2 +Z{ ). (13)
i-

2. Random Access Period Analysis

The random period begins if there has been no
more than one arrival during the last controlled
transmission cycle, and it continues until a collision
occurs. Let’s assume that & packets have been suc-
cessfully transmitted before the arrival of the (B +1)*
packet, which then experiences a collision. Then the
random access period, denoted by /4, can be divided
into three independent parts as shown in Figure 7.
The first part is the time period from the end of the
controlled access period until the begining of trans-
mission of the first packet in the following random
access period. The second part is a series of & successive
successful transmissions until the (&-+1)* packet
experiences a collision. the last part is the transmission
time of the (2+1)* packet until the transmission is
aborted.

Let’s first evaluate the average length of the second
part denoted by 7,. This part is a series of & successive
successful transmissions until the (k+1) packet
experiences a collision. Given an arrival at a station,
based on Assumption (ii), the probability P that the

transmission of the arriving packet is given by

P,=e M, (i4)

and unsuccessful with probability (1 — P;). Therefore,

the average number of successful transmissions in the

random access period, denoted by Ny, is given by
Ny=m e as)

The useful portion of the random period is the time
spent in successful lransmissions. Thus, we have that
the average length of the useful portion in the ran-

dom access period, denoted by Lg, is given by

_v_____‘t.. .
!
L Dl

Fid v b o ondiod ~
prnen Collision

Fig 7. THustration of the random access period.

La=Ng- T
P ,

:'I'L'I');" 1. (16)
Since the arrival process to the system is a Poisson,
the interarrival time x belween lwo consecutive packets
has an exponential distribution. The transmission of
™ packet is successful if the interarrival time of the
(z -+1)™ packet is larger than the packet transmission
time T, Otherwise, it is collided with the (¢ +1)*
packet. Thus, assuming that the 7% packet is transmitted
successfully, we have the conditional mean of x as

fotlows
. oL .
Eixlx)T }=»i— {1 -+2A7). amn
The average length of 7, is then give by
! -

R2='if(l +AT) - Npg. (18)
The last part, denoted by 73, is the transmission time
of the (k+1)™ packet until the transmission is

aborted due to the arrival of the next packet. Hence,

the average length of this part is given by
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Ry=E{x|x{T}
1—e QAT +1
= “-—-——'%A) . (19)
A(l—e 1)
The first part denoted by », is the time period from
the end of the controlled access period until the
beginning of transmission of the first packet in the
following random access period. The probability that
there is no arrival during the 7 controlled trans-

mission cycle C; is given by
[ Tew f (2)dzi= Z; (). (20)
Jo

Similarly, the probability that there is one arrival dur-

ing C; is given by
[ Pazie M f,(2)dzi= —AZi (). Q1)
Jo

At the end of the % controlled transmission cycle C;,
the controlled access period ends with probability
(Z;(\)—AZ;(1) or continues with probability (1 —Z;{1)
+AZ;(1)). The probability p,(z) that the controlled
period ends at the end of the C; with no arrival is
given by

il
b (D) '—'—Z;(A)kl—l [1-Z,(0) +2Z, W% (22)
=1

Similarly, the probability p,(7) that the controlled

period ends at the end of the C; with one arrival is
i1
2@ =-2Z;W)TT [1 -2, +2Z, (). (23)
k=1
The average length of 7, is I/A with probability Z Do @),
and zero with probability Z p, @). Hence, we have

the average length of the first interarrival time in the

random access period

= T ol (24

>'l-—-

Now, the average length of the random period, Ly, is

given by the sum of the three parts

2628

LR=R +R;+R3

| - —p~AT
e po(z)+—— (AN + o _}T—“—),

where p,(2) and Ny are given by (22) and (15), respe-
ctively.

The channel utilization of the proposed system can
be expressed as the ratio of the length the useful
portion to the length of the bus cycle. Thus, we
finally have the channel utilization of the proposed

system as follows:

LptLe

Lo+l (26)

.=

3. Delay Analysis

The average access delay can be evaluated as the
total waiting time of all packets that are successfully
transmitted in a bus cycle divided by the number of
those packets in the bus cycle. Figure 8 illustrates the
waiting times for the stations that generated packets
during the (Z—1)* controlled transmission cycle C;_,
until they transmit their packets successfully in the 7
controlled transmission cycle C;. Assume that »n)1
stalions generated their packets during the (1 —1)*
controlled transmission cycle C;_,, whose length is 2;_,.
Then the station waits z;_,/2 seconds on the average

until the ¢

controlled transmission cycle C; begins.
From the beginning of C;, all stations wait (5:- seconds
until the token passing procedure begins. The k*
station waits d|; seconds, which is the propagation
time between the leftmost station and itself, prior to
detecting the beginning of the first packet of the
token passing procedure. After detecting the begin-
ning the first packet, the k' station waits (¢—1)-T
seconds until it starts the successful transmission of
its packet.

From the above argument, the wating time w, of

the £ station in C; can be expressed as

wk(zi_.=z,-_.)=z—;‘ v o vdutk-DT. @D
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Wn -1

Wy,

Fig 8. Illustration of the waiting time in C;.

Thus, the sum of the waiting times of z) | stations in

C; is given by

5{ G@i-1=2i-1|n) =’§.| Wy,

=n£——l +n6; +n—6i +__n(n—l)

5 5 ) (28)

T,
when 7 is one, the average wating time is z;-,/2.
Removing the conditioning on 7 and z;_, in (28), we
obtain the total average wating time of packets

transmitted in C; as follows:

32‘5" @+ Zio (), i 2 2.

(29

—  A(1 +AT)
'Qizw—z—' x'2+1

+

Recall that the number of stations in the first con-
trolled transmission cycle is always two. From the
beginning of the first controlled transmission cycle,
the leftmost station waits 5} seconds and the rightmost
station waits (2 6“,4 +T) seconds, respectively, to start
their packet transmissions. Thus, the average total
waiting time of the two stations in C, is given by

Q,=R,+36; +T, (30)

where R; is the additional waiting time of the station

that aborted its transmission upon sensing the later
transmission of the other station.

The second moment of z; that is required to com-
pute.a,-, can be derived from (5) as follows:

z'-z =Z:(S)|s=0

DH(1~Z; () +AZi, () +p(@D; +T) Giy + Z{-, ()

={+prz} , i=22 31
(D, +27)3, i=1
where p=A/T.

The total average waiting time Q. for the packets
that arrive during the controlled access period is given
by

(32)

Since packets transmitted in the random access period

experience no access delay, we can express the aver-

age access delay at light to medium load as follows:
Q¢

D=, (33)
Ng+Ne
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IV. Numerical and Simulation Results

In this section, we compare numerical results
obtained from the expressions for the channel utilization
and the average access delay in the previous sections
to simulation results for both the simplified model
and the actual system.

Given an arrival rate, we computed Z;(1) and Z,
(1), i=1, 2,---, using the recursive expressions (5), (6),
(7), and (8). We then computed all the values required
to obtain the channel utilization and the average
access delay from (26) and (33), respectively. For A ¢
9.4, the average length of the controlled transmission
cycle reached 99% of the steady state value at 7 <
100. For 1) 9.4, the controlled access period reached
the steady state more slowly. For example, for A=9.7,
the controlled transmission cycle reached 99% of the
steady state at 7 = 150. Thus, when A is less than 0.94,
the computation of Z;(1)s and Z;{1)s was performed
for 7 < 500 (The difference between the results of 500
iterations and 900 iterations was less than 0.1%). For

A ) 9.4, the iteration number was increased to 900.

Table 1. Network parameters used in the simulations.

Parameter value
Number of stations | 101
Bus length B [ l"t«(‘)»] Skm -
Data rate © l0Mbps
Permble lenght 64 bils h

Data packet length 1000 bits (fixed)

Carrier detection time 20 bits

100 us/km

Medium propagation delay

In Figure 9, the numerical results are compared to
the resulls obtained via Monte Carlo simulations of
the simplified model built for the analysis. We assume
that the packet transmission time is fixed to 10 pus,
and vary the bus length from 3 km to 9 km to get
values of the normalized medium propagation delay

ranging from 3 to 9. Figure 9 shows that numerical
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results match the simulation results very well in the
low and high utilization regions. In the medium
utilization region, our analylic approximation appears
to overestimate » the simplified model. This resulits
from the approximation of the contention period d;
to the deterministic value D; based on the average
valuc of the previous controlled transmission cycle
length. The approximation is optimistic in that the
variation of the controlled transmission cycle length is
ignored, and hence results in the overestimation of
the analytic model in the medium utilization region.
The analytic evaluation in the low utilization region is
not affected by the approximation since the random

access period dominates the bus cycle in this region.

>
: 3
- Mante Corlo simuatin: A’
Numencal ’
'
s ~
Jo ol L
e .
.
0.6 0.8 1.0

Channel Utilization

(a)

_.e- Monte Cario simulatior:

© ~ne-— Numerical M'.../"
& 4

Nermalized Ueiay

s i . L
[+ 0.2 0.4 0.6 0.8 1.0

Channel Utilizaticn

(b}

Fig 9. Comparisons of numerical and simulation results of
the analytic model for 2= 3 (a) and 9 (b).

www.dbpia.co.kr



B0l BE 20 AN A Z2EZE ol 4% 74 2AT FAYY At

In Figure 10, we compare the numencal results to
the results obtained from Monte Carlo simulations of
the actual DMSA system. Network parameters used
in the simulation are shown in the Table 1. We can
see that, due to Assumption (ii), the analytic results
underestimate the delay of the actual system under
light loading. When & is small, the analytic results
provide a good approximation of the performance of
the actual system under light loading (Figure 10 (a)).
The reason for this is that, when & is smali, the possi-
bility of the concurrent transmissions are low even
under light loading, and hence Assumption (ii) does

not have a significant impact on the performance

T ¥ T T

—— Proposed
Expressnet
o=1
a=5

1000
|
|

100

-
e

o
seo—0— %

Average Access Deloy (us)
10
.

Channel Utilization

(a)

T T T T

1000
T

~——— Proposed
— -~ Expressnet

100
T

Average Access Delay (us)
10

X 1 X s,
0 0.2 0.4 0.6 o8

Channel Utilization
(b)
Fig 10. Comparisons of numerical results of analysis and

simulation results of the actual system for a=3 (a)
and 7 (b).

characteristics. Under heavy loading, the analytic
results appear {o overestimate the delay of the actual
system when a is small. This can be explained as
follows: The assumption of immediate TI sensing
shortens the contention period, and hence results in
the overestimation of the delay under heavy loading,
Assumption (iii), however, is an unfavorable because
it does not allow stations to transmit packets generated
after the contention period, and its impact on the per-
formance is pronounced when a is large. Therefore,
the analytic results tend to underestimate the delay of
the actual system under heavy loading when @ becomes
larger (Figure 10 (b)).

T T T ™ ~

——a— Numericot
Simulation

Average Access Delay {(us)
10 ] 1000
T
\
\X‘j
. ; ;

1000
T

-—e--  Numerical
—x.—  Simulation

100

Average Access Delay (us)
10

0 0.2 0.4 ojs OTB 1.0
Channel Utilization
(b)
Fig 11. A comparison of utilization-delay performance of

DMSA system and Expressnet for a=1, 5 (a), 10,
and 15 (b).
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In Figure 11, the simulation data presented in Fig-
ure 10 are compared to those of Expressnet obtained
by using the same network parameters in Table I. We
vary the bus length from 1 to 15 km to get values of
a ranging from 1 to 15. As shown in the figure,
DMSA system has superior performance at light
loads. Unlike Buzz-net or Z-net where performance
rapidly degrades as load increases, the proposed sys-
tem system outperforms Expressnet up to a utilization
of 0.6. At higher utilizations, Expressnet outperforms
DMSA system since it does not have the contention
period. When a=1, the performance characteristic
curves of the two systems are almost identical. As a
increases, however, the two systems are significantly =
different in the low utilization region. The difference
in the high utilization region remains relatively
unchanged. DMSA system has the same maximum
channel utilization and corresponding average access
delay as Expressnet since its operation is almost
identical to that of Expressnet when all stations are

constantly busy.

V. Conclusion

In this paper, we developed a new LAN protocol
with a dual mode switching access protocol, called
DMSA, implemented on a unidirectional dual bus.
Using implicit positional ordering of stations on a
unidirectional bus, we devised a fully distributed
algorithm for switching between the random access
and controlled access modes without an unnacessary
delay.

The performance of DMSA protocol was investigated
using both analytic models and Monte Carlo simula-
tions. Under several simplifying assumptions, we
evaluated the channel utilization and the average
access delay of DMSA protocol. Although the
approximate analytic model is based on several
unrealistic assumptions, it appears to retain the basic
characteristic of the proposed protocol. We ran

simulations of DMSA protocol for various values of
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the normalized medium propagation delay ranging
from 1 to 15. When compared to Expressnet, DMSA
system has superior utilization-delay characteristics
under light to medium loading.

DMSA protocol climinates intercycle latency problems
that exist with token passing protocols such as
Expressnet and FDDI. Unlike other mode switching
protocols such as Buzz-net and Z-net, DMSA proto-
col does not show a rapid performance degradation
as load increases. In addition, DMSA does not
require active station-network interfaces and a certain
station to perform a special control operation. There-
fore, DMSA protocol is suitable for high-speed

networks operating in the LAN environment.
VI. Appendix

We evaluate D; based on the average length of
(i —1)" controlled transmission cycle. The probability
that there are #, arrivals during a time interval of
2;_,, which is the average length of C;_|, is given
Prim=mn;} =—(}%i‘—)/r"' eru, )]
Assuming that the »; arrivals during C;_, are evenly
distributed along the bus, the average propagation
time §; between the leftmost and the rightmost
stations in C; is given by
5,»(n;=ni)=tg’%__;ll))v,i)l,n,—)l, (I
where 13 denote the channel propagation time.
Removing the conditioning in (II) on n; by using (1),
we have the following approximation :

G =y g, T QE0™

n,.-:zra (n;+1) n;!

— 2 T .
=Tg (l + e A1 4 'i;:‘:_:* (e ¥ — 1)), 1.
i—1

From the beginning of C; (i.e.,, from the moment of

the collision leading to C;), the leftmost station waits
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J; seconds until the bus becomes idle due to the
propagation delay between the leftmost and rightmost
stations. It then takes another 5‘, seconds for the
packet transmitted by the leftmost station to arrive at

the rightmost station. Hence, it follows that

26,
=275 (1 e+

D;
2

Az

(e‘“:—l)), il

From (II), the average distance between the two
backlogged stations in the first controlled trans-

mission cycle C, is 15/3 since #; =2. Thus, we have

21

D,
3
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