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ABSTRACT

As enterprises use ATM networks for their private networks and as these private networks use public ATM
networks for wide area communication, the need for the customers to be able to manage both private and public
networks. Currently, some standardization work is being done towards providing this capability to customers. In
this paper, we propose a new customer network management (CNM) system architecture for the management of
both ATM a private network and a public network in a uniform way. The particular features of the proposed
architecture lies in the efficient support of the complex hierarchial TMN manager-agent relationships at M3 and
M4 interfaces, and the support of SNMP and CMIP integration which is necessary for the implementation of a
CNM system. The TMN hierarchical many-to-many manager-agent relationships are realized by the utilization of
CORBA-Based SMK (Shared Management Knowledge) implementation. We have also implemented the prototype
of a ATM CNM system, and measures the performance for the demonstration of the suitability of the proposed

architecture.
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I . Introduction

Asynchronous Transfer Mode(ATM) has been selected
as the standard technology for Broadband Integrated
Services Digital Network(B-ISDN), for supporting
telecommunication services and various multimedia
applications. That will provide high quality services
cost-effectively by means of efficient use of network
resources in communication nctwork environments
independent of communication media such as voice,
data, image and video. ATM has rapidly transited
from a standards and prototyping concept to become
the next generation switching technology for LANs
and WANs. ATM networks are now available on the
market and more and more enterprises are adopting
them for their private local and wide area networks.
There are many issues yet to be resolved before ATM
becomes a mature technology. One of these issues is
the operations and management of ATM networks.

As private networks need to communicate each
other (due to enterprises having multiple private
networks throughout the country or throughout the
world), these private networks often use public network
in order to exchange information between private
networks. In such situations, network administrators
of private networks generally would like to be able to
monitor or manage their corporate network as well as
public networks which their private networks use.
Currently, this is a very difficult task mainly due to a
couple of reasons:administrative and technical. The
first reason is that public network administrators do
not want their networks to be managed by private
network administrators. The second reason is that
there is no clean mechanism available for the private

network administrators to be able to manage any
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portion of the public networks. Recently, however,
the trend is to allow the private network admini-
strators to manage a portion of the public network
essential to the operation of custmer network man-
agement, ) the specific requirement of which is
described in the subsequent Section II [4, 5]. Our
work focuses on the technical aspect of allowing the
public networks to be managed by private network
administrators.

Some work has been carried by standardization
bodies such as ATM Forum, ITU-T and ETSI for
providing the solution [1, 2, 3, 4, 5]. These works
mostly focus on defining the interfaces for ATM net-
work management and on the specification of man-
agement information base(MIB). ATM Forum has
specified five management interfaces for the exchange
of management information for ATM networks.
Among them, M3 is a management interface between
customer network management system(CNMS) and
public network management system(PNMS), and M4
is the interface supporting network element level and
network level management of public ATM networks.
The M3 service is provided by the public network
provider via customer network management (M3)
agents in the provider’s network. CNM is a concept
providing capabilities for network providers and their
customers to exchange management information[6].
CNM services provide the customer using the pro-
vider's network with the capability to manage the
portion of the public ATM networks.

Earlier work on CNM service provisioning stated
the necessity of interworking between the CNM
agents and public network managers [6, 7]. However,
they did not provide solutions for the efficient

interworking mechanisms at M3 and M4 interfaces.
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Our work presented in this paper attempts to provide
that solution. In particular, we propose an architecture
for public network management system supporting
CNM services. We are developing a public network
manger which integrates CNM agents based on the
M3 and M4 standard management interfaces. Our
integrated network management system incorporates
a CORBA-based Shared Management Knowledge
(SMK) system [8, 9] which provides a c}istributed
processing environment for the exchange of manage-
ment information between managers and agents.

This paper is organized as follows. Section 2
describes standards forwarded by ITU-T and ATM
Forum to provide CNM service in ATM networks,
and describes previous works. Section 3 presents our
proposed architecture for integrating CNM agent and
public network manager. It also describes mechanisms
for the efficient provision of CNM services. In Section
4, a prototype implementation carried out as a proof
of concept is described in detail. The performance
evaluation of the prototype is done in Section 5.
Finally, a summary and possible future work are

given in Section 6.

0. CNM system requirements in ATM
networks

The ITU-T recommendation X.160 [4] defines an
architecture for the Customer Network Management
Services for public data networks. The CNM func-
tional architecture is composed of different function
blocks that provide the functionality needed for
CNM. The customer’s management function provides
the customer-related CNM functionality. The service
provider supports the CNM function. The service
boundary between the customers management func-
tion and the CNM function is defined by the CNM
reference point. Management information is exchanged
between the customer’s management function and the
CNM function through the CNM reference point.

The CNM function comprises several functional

components : CNM information, access control, CNM
application and mapping. The CNM functional archi-
tecture can be mapped onto the TMN(Telecommuni-
cation Management Network) functional architecture
[4]. Customer’s management function and the CNM
function correspond to the operations system functions.
The CNM reference point can be mapped onto the
TMN X-reference point {6). The CNM physical archi-
tecture is composed of customer network manage-
ment system and a service provider network manage-
ment system. These two management systems are
connected by the M3 interface.

CNM manager communicates with CNM agent
within public ATM network through the M3 interface.
This communication takes place using SNMP over
UDP. At the physical level, the communication may
use the ATM UNI or dedicated circuit. The M3
specification is classified into two classes to allow
public network providers to offer modular, incremental
capabilities to meet different levels of customer’s
needs. The first class of M3 functions, Class I, is that
a public network provider can provide information
on the configuration, fault and performance manage-
ment of a specific customer’s portion of a public
ATM network. For instance, the information may be
the performance management data for a UNI link or
the report of an alarm message for the loss of a UNI
link. The second class of M3 functions, Class I1, is
that a customer can request the addition, modification
or deletion of virtual connections and subscription
information in a public ATM network. In a nutshell,
the Class 1 provides monitoring capability only
whereas the Class 11 provides controlling capability as
well.

Figure 1 shows the interworking structure between
CNMS and public NMS, in particular the relation-
ship of a CNM agent and a public network manager.
Recall that the public network management system is
to provide either the Class I or Class II services to the
customers. It is possible to provide the Class I service

even if the CNM agent manages public network with-
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out interworking with the public network manager.
However, it is absolutely necessary for the CNM
agent to interwork with the public network manager
if the Class II service is to be provided. This is mainly
due to the control (add/modify/delete) capabilities
associated with the Class Il service provided to the
customers who may potentially create problems if
they are not properly mediated by the public network

manager.

(CMIP)

M4/
M4(ev)

Fig. 1. Interworking between CNM agent and public net-
work manager

Most of previous works [7, 10] proposed new infor-
mation models or implementation methods to improve
the performance of CNM manager and agent. However,
the interworking mechanism between public network
manager and CNM agent and the relationship between
M3 MIB and M4 MIB in public ATM network
elements have not been studied. In the next section,
we present our work on a framework which includes
the interworking mechanism between CNMS and
PNMS as shown in Figure 1.

[I. CNM System Architecture

Figure 2 describes the proposed architecture of a
public NMS which integrates a public NMS and
CNM agent. The integrated public NMS provides

CNM services to CNM managers. The unique feature
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Fig. 2. Integrated Public NMS Architecture

of the architecture is that it incorporates shared man-
agement knowledge (SMK) system [8, 9] to enable
distributed management of CNM and public NM
systems. A public NM system may require access to
several subordinate network management system, i.e.,
subNMSs to accomplish end-to-end management tasks.
Consequently, virtual private network management
requires a multi-level hierarchical manager-agent
structures based on TMN interactions where there are
many-to-many relationships between managers and
agents. This requires efficient distributed management
architecture and mechanism for managers and agents
which are distributed across the network, and inte-
rconnected in a hierarchical way. This distributed
management functionality is accomplished by CORBA-
based SMK system as shown in Figure 2.

The major components of the integrated architec—

ture are described in more detail below.

1. CNM Agent

The CNM agent provides CNM services to CNM
managers. As shown in Figure 1, the interaction
between the CNM manager and CNM agent is
accomplished at the M3 interface using SNMP as the
management protocol. The SNMP control unit
receives requests from a CNM manager and passes
them to the M4 manager through the SNMP-CMIP
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gateway. It also handles replies and event reports
from the M4 manager and forwards them to appro-
priate CNM managers. The access control is used to
check the permission of management requests and
controls the access of management information.
There may be multiple CNM managers accessing a
single CNM agent, information on these CNM
managers is also stored here. Since the actual MIB is
located in the managed objects of the public network,
M3 MIB image is used to reflect the actual MIB and
is maintained by the CNM agent.

2. CNM Service Handier

CNM service handler plays an important role in
the provision of CNM service. This module is
composed of configuration database that maintains
configuration information of specific customer’s net-
works, management information mapping routine,
and polling routine. The configuration database includes
customer identifiers, and network resources for end-
to-end connections between customer’s remote sites
such as NE’s address, virtual path identifier(VPI),
virtual channel identifier(VCD) and so on. When
CNM Service handler receives the request from the
CNM agent, it refers to this database for determining
which public network resources are related to specific
customer’s network.

This module parses SNMP requests of CNM agent
and forwards the request to M4 manager after
translating the requests into recognizable forms to the
M4 manager. While the management protocol for
CNM is SNMP, the management protocol for man-
aging public ATM network is CMIP. Also, when the
M4 manager receives CMIP replies and event reports,
those intended for CNM managers must pass through
this module, converting them into those that can be
handled by the CNM agent. This procedure includes
the mapping between M3 and M4 managed object
class, managed object attributes. We use CMIP/

SNMP conversion functions described in {11].

3. M4 Manager

The M4 manager performs management interactions
with public network management (M4) agents on
behalf of the public network management applications
as well as the CNM agent. These are two kind of
management requests, one from the public NM
applications, the other (i.e., CNM requests) from the
CNM agent via the CNM service handler. These
requests must be distinguished by the M4 manager so
that the replies and event reports from M4 agents can
be delivered to appropriate managers. The LOG table
is used to log all the interactions that take place

within the integrated manager.

4. SMK System

The exchange of management information between
two function blocks in TMN requires the common
view about the protocol knowledge, managenctions,
managed object classes and their instances, and
authorized capabilities. Such information is collec-
tively referred to as shared management knowledge
(SMK) and is defined in ITU-T M.3010 {12].

In Figure 2, there exists two processes at the SMK
system:an SMK server and SMK client. The SMK
server in integrated public NMS performs the
functionality of providing the information on CNM
agent which is related to M3 MIB, their instances and
access policy to the SMK client. The SMK client in
the NMS requests the SMK information to the SMK
server in M4 agent. SMK Information Repository
(SIR) exists in the SMK system, and it is the place
for the storage of SMK information. The SMK server
can, with direct access to M3 MIB image, obtain the
management information without accessing the SIR.
In case where the contents of M3 MIB change very
often, and the size of M3 MIB is relatively small, it
may be more efficient to directly access the M3 MIB
to get the SMK. However, if the contents of M3 MIB
are mostly static, and the size of MIB is large, it may
be more efficient to store them in SIR in advance.

This can be achieved by making the SMK server
827
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access the SMK information and store them in SIR
when the agent process is activated. As the SMK client
object requests the SMK information, the SIR is
accessed for the provision of required SMK infor-
mation. In this case, the M3 MIB is only accessed
once each time the agent process is activated. The
management of SMK information in a sense is similar
to the view maintenance problem in distributed
database management system. The suitable SMK
management strategy may depend on the update fre-
quency and size of M3 MIB, the complexity of M3
MIB access functionality, and of course the semantic

correctness of SMK update operations [8].

5. CNM Service Mechanism

Let us consider the case where a public network
provider supports M3 Class 1 service. When a CNM
agent receives a CNM service request from a CNM
manager, it converts the request into a request on the
public NM application. Upon receiving this request,
the M4 manager invokes management operations to
M4 agent and waits for the response. These procedures
may take a long time. In order to take actions in a
real time, NMS periodically polls the customer-
related M4 agent and update M3 MIB image. This
polling is independently performed to CNM requests.
When a CNM request is reccived, the value of M3
MIB image can be returned immediately. This may
result in better performance improvement for the
CNM applications. When a specific event occurs

which requires modification to the M3 MIB image,

SNMP SNMP Access
-—» Control [« Control
Requests| Unit ontro
/Replies L
/
CNM
¢ CMiP
M3 MIS 3 Service e M4 3
Image Handler Manager| pequests
polling /Replies
M4 agents

Fig. 3. Procedure to provide Class I service
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NMS transfers the event to CNM agent through
event handler directly. These procedures are shown in
Figure 3.

The algorithm that polling process updates the M3
MIB by reading the M4 MIB is described below.

Step 1) The process invokes the M4 manager with the
arguments such as the managed object identifier
(OID) and instance identifier by traversing the
MIB mapping table.

Step 2) The M4 manager issues a M-GET. request
with this arguments to an agent.

Step 3) When M4 manager receives a M-GET.
response, it parses the response and transfers
it to CNM service handler. CNM service
handler updates the M3 MIB. If all the M3
MIB is updated, it sleeps until the next
polling time. If not, go to Step 1.

When a CNM agent receives a SNMP SET request
for the modification of management information, in
the case that network provider supports M3 class 1
service, it invokes M4 manager for the provision of
update services. M4 manager, in response to the
request from the CNM agent, stores service profiles
in LOG table and requests M4 agents to update the
related management information in ATM NE directly
or via subNMS indirectly. M4 manager is responsible
for modification, addition and deletion of connections

and subscription information in a public ATM network

flansiate
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Fig. 4. Procedure to provide Class I1 service
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according to the customer’s request. The response of
M4 agent is transferred to a M4 manager and then to
the CNM agent based on the information stored in
LOG table. These procedures in NMS are described
in Figure 4.

Figure 5 shows an example of the CNMS and
PNMS, NEs operations in the case that a customer
wants to establish a new VP (virtual path) connection
between the remote sites. At first, CNMS will generates
SNMP SET message and transfers it to PNMS
through M3 interface. If PNMS receives this message,
it will invoke CNM service handler. CNM service
handler checks the VPN configuration database to
select UNIs of the two sites and related public NEs,
and instructs the related NEs to make appropriate
VPLs and crossconnections in turn. M4 agents
performs the management functions on the managed
objects at the request of the M4 manager and send
back notifications to PNMS.

Event notification capability provides a customer
with the ability to receive unsolicited events from
public networks upon detection of abnormal conditions
related to the customer premise network. Event
notifications could include changes in the status of
ATM UNI configuration parameters, PVC (permanent
virtual circuit) configuration parameters, or access
authorization failures. Event notifications are helpful
to the customer for isolating failures in the customers
network. Figure 6 shows the procedure of event report
handling.

Customer's NMS | _ ew VPG tom | UDIHC NMS

- customar site Ata B

:.@ M3 intertace 2. NMS il invoke CNM service

SubNMS to make approste VPL and

" instructs the related ATM NE directly or
T Crossconnaction.

3 Onca the requestad aclions
s performed successfully. i
will sand & notification to. N

NMS I ™
i
.’ Public Network
Sub-Network
omate Y, UNI
U Newok b )
S 7 P uNk N
Customer Site A = { []:]} p o fate
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Sub-Network e

Customes Site 8

Fig. 5. Scenario of VP connection establishment
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SNMP! . MIP
< AC N':( Service HEa‘:medrl‘;r o e
rap | Agel Handler Notification Report

Fig. 6. Procedure of event report handling

IV. Prototype Impiementation

Figure 7 shows a prototype implementation of the
integrated CNM agent and M4 manager, M4 agent
and SMK system. We used the OSIMIS platform
which was developed at UCL [13] for implementing
manager-agent interactions. It provides an environment
for the development for management applications
which hides the details of the underlying management
service through the object-oriented application program
interfaces (APIs) and allow implementers to concen-
trate on the intelligence to be built into management
applications rather than the mechanics of manage-
ment service/protocol access.

In the SMK system, the CMIS scoping in the M4
interface and SNMP in the M3 interface is not a suit-
able technique for the identification of complete set of
MO classes, and a more generic identification mech-
anism was needed [8]. Thus, we used the CORBA-
based approach. The SMK client object of a manage-
ment application is associated with the SMK server
object at the managed system through the communi-
cation facility provided by the underlying ORB
(object request broker). The SMK information can be
accessed by using the interface which is described in
Interface Description Language (IDL). CORBA IDL
and ORB implementation embedded in ORBeline [14}
from PostModern Computing Technologies was used
as a CORBA implementation. The communication
mechanism of the CORBA ORB enables the location
transparency between distributed objects to be suppo-
rted, and this created the dynamic, efficient distributed

processing environment.
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Fig. 7. Protype Implementation using OSIMIS and ORRBeline

V. Performance Evaluation

In this section, we present performance results of
our implementation focusing on SMK. Figure 8§
illustrates the system configuration for the perform-
ance evaluation. The first host A is configured with a
manager and an agent and the second host B is
configured with only an agent. The manager in turn
consists of a manager process and SMK client process.
Both agents consist of an agent process and SMK
server process. Since there does not exist any SMK
system implementation (which we are aware of), it is
difficult to compare our results with others. Thus, we
simply presenl our results and describe the perform-

ance characteristics that we believe are important.

Host A Host B

= |
Manager

Agent 2

Agent |

|

m SMK client process
‘ SMK server process

. manager process

O agent process

Fig. 8. The configuration of processes for the performance

evaluation
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Figure 10 shows the performance results of binding
times between SMK client object to a SMK server
object. Binding time represents the time for SMK client
object to discover the desired SMK server object and
connecting to it, and thus this is a very important
performance metric. The times are measured in
milliseconds(msec). The columns represent the number
of SMK server objects and the rows represent average
binding times between a SMK client objet to a SMK
server object. The number of trials is 10 times. We
have used a broadcasting technique for locating and
binding a desired SMK server object. In order to
evaluate the scalability of our solution, we have
measured the binding times by doubling the number
of SMK server objects repeatedly. The results shown
in Figure 9 indicates the increase of binding times as
the number of SMK server objects increases. However,
the increase is not directly proportional to the rate of

the increase.

350
300
250
200
150
100
50
0 : : - . log,

Average binding time(msec)

Number of SMK Server Objects

Fig. 9. Binding time between SMK objects

Our next evaluation involves the measurement of
the times for SMK operations using the CORBA IDL
interface and for the OSI management operations
using the CMIS M-primitives. In the measurement,
we have not counted the times taken to perform the
requested operations since they mainly depend on the
internal implementation of SMK server object and
agent process as well as the platform these processes
run on. The service requests used in the experiment
are Get_MOClassList and Get_MOInstancelList for
the ORB SMK interface and M-Get, and M-Action

www.dbpia.co.kr
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for the CMIS management operations. Get_MOClassList
is a SMK interface parameter to get the list of MO
classes in a MIB. Get_MOInstanceList is a SMK
interface parameter to get the list of MO classes in a
MIB.

25
20
15
10

Average time(msec)

request response total
] Get_MOClassList

(¥l Get_MOlInstancetist

Fig. 10. Request and response time of service through ORB

60
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40
30
20
10

Average time(msec)

request notification total
] M-GET M-ACTION

Fig. 11. Request and notification time of CMIS manage-

ment service

Figure 10 shows the times measured for the SMK
service requests and replies using ORB and Figure 11
illustrates the times measured for the CMIS requests
and replies. The performance results as shown in
these two tables indicate that the CMIS operations
take two to three times longer than the ORB SMK
operations. The results indicate that the overhead of
using the SMK client and server objects compared to
the manager-agent operations is not significant. The
approach suggested in the NMF OMNIPoint uses the
SMK MOs explicitly, which requires the use of man-
ager-agent CMIS operations for SMK operations.

OMNIPoint’s approach would result in the perform-
ance degradation considerably since the CMIS
operations take much longer. We believe our approach
is superior as shown in our performance evaluation,
in addition to more powerful functionality inherent to
distributed object-oriented programming paradigm
offered by CORBA.

VI. Conclusion

ATM network management system is absolutely
necessary for providing the reliable communication
services in ATM networks. The research in ATM NM
has been being done by many researchers as well as
by standardization organizations. We presents a new
architecture for the realization of ATM network man-
agement, focusing on the efficient provision of cus-
tomer’s network services. The ATM NM model
suggested by ATM Forum has 5 management interfaces
for the exchange of management information. Each
interface has related MIBs defined with different
management purposes. Among these interfaces, the
M3 and M4 interfaces are related to CNM service
provisioning and public network management.

We have designed a customer network management
system architecture which are comprised of functional
models for supporting each CNM functions and public
network management applications. The particular
features of the proposed architecture lies in the
efficient supporting of complex hierarchial TMN
manager-agent relationships at M3 and M4 interfaces,
and the supporting of SNMP and CMIP integration
which is necessary for the implementation of M3 and
M4 interfaces. The TMN hierarchical many-to-many
manager-agent relationships are realized by the
utilization of CORBA-Based SMK implementation.
The SMK system architecture is designed, and the
corresponding interfaces are specified in CORBA
IDL. We have also implemented the prototype ATM
CNM systems, and measures the performance for the

demonstration of the suitability of the proposed
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architecture. The prototype implementation of our
design was made by using the OSIMIS platform and
ORBeline.

For the future work, we plan to investigate the
mechanism of information exchange between public
NMSs through the TMN X interface and interworking
with CNM agents in the case where the cuslomers
PVCs traverse multiple public networks. We plan to
deploy our prototype in an operational ATM testbed

of Korea Telecom.
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