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Measure of Similarity by Toll Theory and Matching Using Fuzzy
Relation Matrix —Focused on 3-Dimensional Images —
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ABSTRACT

In this paper, we envisioned a multimedia object recognition system processing and combining information from
all available sources, such as 2-D, 3-D, color and sound data. Out of the overall system, we proposed 3-D infor-
mation extraction and object recognition methods. Firstly, surfaces are classified by z-gradient from the range data,
surface features arc extracled using the intersection of normal vectors. Also feature relationship such as intersection
angle and distance is established between the surfaces. Sccondly, recognition 1s accomplished by matching process
which is important step in the image understanding systems. Matching process is very important procedures
because of more general and more efficient method is needed in the field of multimedia system. Therefore, we
focused the proposal of matching process and in this article, first of all, we deal with the maiching process of the

3-D object. Similarity measures are calculated.
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| . Introduction

The 2-dimensional image processing, which are
based on the gray levels of an image, have found a
wide real-life application area such as recognition of
characters, car number plates, finger prints and
human faces [1]~[4]. However, the images with less
contrast such as curved or occluded surface of 3-D
objects reveal little or sometimes confusing results
after 2-D image processing. This limitation can easily
be overcome by 3-D image processing which is based
on the range data of an object. Likewise, if’ 3-D image
processing does not differentiate the object of the
similar shape, a 2-D image information such as
characters on the surface can be a unique determinant
for the recognition of the objects. Therefore, for a
better object recognition, it is necessary to take a
combined approach of complementing 2-D and 3-D
image processing. Meantime, to get optimal result, as
long as any other information, such as color or sound
is available, we should not restrict ourselves to the
traditional 2-D and 3-D processing. By constructing a
multimedia object recognition system, we can readily
distinguish the objects such as the berries of a similar
shape by color and the species of same animal family
like canine family by their sound. Out of this unified
multimedia object recognition system this article
describes 3-D image processing and recognition.
Espccially, for the multimedia system, developing a
more general and effective matching algorithm is par-
ticularly important. In this paper, in this context, it is
focused to proposc a matching algorithm, which will
be verified in the experimentation applying 3-D
images.

Usually, the similarity is evaluated to perform the
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matching process. Existing methods [5]. {6] normalize
the feature vectors for an input pattern, and evaluate
their distance to estimate the simarity. However, in
theses methods, feature vectors must be normalized,
which leads to an increase in processing complexity
and processing time. For this, in this paper, we pro-
posc to apply the toll theory, as a distance function,
to cvaluate the similarity:the similarity is cvaluated
as a fractional value between 0 and 1, which is
performed without applying a normalization process.
Also, as the final matching process, the fuzzy relation
matrix is formed using the evaluated similarity.

This paper consists of 5 chapters: Feature extraction
for 3-D images is presented in Chapter [T, In Chapler
Il after a survey for existing methods for similarity
evaluation, a similarity evaluation method is proposed.
Also how lo form the fuzzy relation malrix is
described. In Chapter IV, the experimentation for the
proposed methods 1s performed. Finally in Chapter
V, the observation for the experiments is presented as

the conclusion.
Il . Extraction of 3-Dimensional Information

3-D information needed for the next phase pro-
cessing consists of shape information, surface geo-
metric features and relational vectors{7]. To extract
shape information, we define four surface tynes, ie.,
sphere, cylinder, cone and plane, which was based on
the fact that about 85% of human made objects con-
sist of these primitives. We humans feel most comfo-
rtable with the objects that have a circular cross sec-
tion, it is to be noted that three types, i.c., sphere, cyl-
inder and cone, among the four have a circular cross

section. The change of range value is defined as
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z-gradient, which is a function of two parameters, i.c.,
the magnitude and the direction of the change on the
Z axis within 2*2 mask. This Z-gradient becomes the
basis for surface classification in this study. First, the
direction information on the boundary between the
background and the object in an inpul range is
acquired, which is illustrated as in Fig 1. The cylin-
der, as an example in the figure, has a value (4, 4, 0),
which means 4 directions( represenled as arrows)
have (4) cases of 180 degree relation, (4) cascs of 90
degree relation, and (0) casec of 45 degree relation.
The same rule is applied to the case of the inner
direction information as in Fig. 2. Also the magnitude
of Z-gradient forms the equi-gradient contour, which
is used to perform surface classification according to
the classification characteristics. For example, uniform
distribution is formed in case of the cylinder, tria-
ngular distribution for the cone, or exponential distri-

bution for the case of the sphere. Surface classi-

fication is finally performed upon all the classification
results such as from the boundary direction component,
the inner direction comport and the magnitude distri-
bution characteristics.

The geometric features about surfaces are obtained
from the intersection points out of the normal vector
for cach surface patch, i.e, if we define a mask patch
M, (or any chosen point Plx,, v, 2), the normal vee-

lor Vp for P 1s obtained by

Vp=1{x,+ Ar, vy -+ Bt, 2y +C1) (1)

Likewise the normal vector for another point Q(x,, v, 2,)

15 oblained by

Vo=, +48, v +BS, z,+CS) (2)

Where ¢ of expression (1) and S of cxpression (2) are

parameler values.

N A
~ ~ —- - — -
1 ik
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(a) cone (b) cylinder (¢) sphere

Fig. 2. Examples of Inner Direction Component

A

)

(2[0] 0]

(a) cone (b) cylinder (¢) sphere

Fig. 1 Examples of Boundary Direction Component
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Now, in case of a sphere , the intersection formed
by V, and ¥, is the center point of a sphere. For a
conc and cylinder, the intersection becomes an axis
poinl. The above process is performed on all the
mask patches and the results are accumulated, which
yiclds the geometric features. Meantime the relation

vectors between surface regions are shown in Table 1.

Table 1. Relation vectors between surface regions
Combmations of
features Extracted features

ot Lopoint distance

line . line - intersection angle
“pomt |, line - distance .
_boint_, plane _distance ;
plane . nlane. intersection_angle -
Dlime | line intersection angle

. 3-D Object Recognition Using Fuzzy
Relation and Similarity Measure Ap-
plying to Toll Theory

Utilizing 3-D information extracted from the pre-
vious scction, the next phase is to perform the
normalization operation and undertake the matching
process with arising ambiguity in consideration. For
this, we apply the fuzzy relation matrix and toll

theories.

3.1. Brief Survey of Existing Similarity Measuring
Methods 5], 6]

Firstly, let us look into existing similarity measuring
methods. Usually, for the similarity measurement,
metric-based methods using the distance between fea-
ture vectors have been being applied. Since image are
represented by a n-dimensional feature vector, and as
such represented as points in an n-dimensional space.
‘Distance’ between a pair of such points represents
the dissimilarity between those images. The farther
the points are from each other, more dissimilar the
images are and vice versa. The distance function

defined below can be mapped into the range [0, 1] to

represent dissimilarity

n 1
d,(x, y)=| ¥ lx—yl7 {7 ,r=1 (3)

=

This measure is based on a class of distance function
known as Minkowski r-metric, which where x and y
are two points in an n-dimensional feature space with
components, (x;, ¥;), 7=1, 2,---,n. For r=2, il is the
Euclidean metric, for » =1, it is the city-block metric,
and for =, it is the dominance metric. However,
to cstimate these similarity measures, feature vectors
of x and y must be normalized, which leads to such
problems as an increase in processing complexity and
processing lime. Also, from the geometrical view
point, the similarity measure for a distance of 0 be-
tween two vectors should be 1, whereas the one for a
distance of 1 should be 0. In this paper, hence, the
toll theory is applied to the similarity measurement,
and the fuzzy relation matrix is formed using simi-

larity measures to perform the matching process.

3.2. Measurement of similarity by Fuzzy Relation
Matrix

If we define the membership degree of a fuzzy set
A for an element x as u4(x), then the fuzzy relation
R is to represent the relationship between set A and B
and ua(x, y) for x€ 4 and y € B is expressed as
fr:A X B0, 1] )

Here, pp(x, y) may by more appropriately inte-
rpreted as the strength of a relationship than a mem-
bership degree, If pr(x, ¥) = pup(x’, y) implies(x, y)
has stronger relation than (x’, y'), in the discrete casc
the fuzzy relationship may be represented as a fuzzy
relation matrix. To establish a fuzzy relation R for
our object matching process, two sets M and F are

define as follows:

A{:{M|, Mz,"',Mn}

(5)
F={F, Fyee, Fyl
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Here, the set M consists of n model objects and the
set Fis of g feature vectors. As an example, the set F
may contain such feature as arca, shape, intersection
angle and distance between surface regions. Now, the
similarity measures between the feature vectors of the
input images and those of the model objects prestored
arc lo be computed and the fuzzy relation matrix R is
to he obtained.

An clement 7z (F;, M) in the matrix R represents
the strength of relationship between the 7-th feature
vector of the input object and the 7-th feature vector
of 7-th modcl object, which is in fact the similarity
measure between the extracted input feature vector F;
and the 7-th feature of the model object M. The-
refore the relation matrix R expresses the relationship
between all input feature veclors and all model

objects as

Ay dyy e y
Ay, Ayy *+ooee &,

(6)
@ @y e W

In the above matrix the columns represent model
object set M and the rows depict the feature vector
set F of the expression(4). Fach clement 0 <0 a;; < 1
means the similarity between the z-th element of the
feature vector for the input object, or the -th cvi-
dence vector and the 7-th feature vector of the j-th

model object.

3.3. Computation of Similarity Measures
To form a fuzzy relation matrix R the required

simitarity measure S(x) has to be computed.

3.3.1 Similarity Measures from Area and
Shape

The normalized value [0, 1] of arca or the arca

ratio is combined with shape information to yield S(x)

as

1702

n m

Sx)=1-3 ¥ [A,—4,l (7N
RN |

In the above expression, n and m represent the

number of input and model object surface regions re-

spectively, and 4; and A, are the normalized area

ratio values of the surface regions. If two surface

regions have complelely different shape information,

then A, =0.

3.2 Similarity Measures from Intersection Angle
and Distance
We define the similarity measure S(x) for the inter-

section angle and distance information as
S(x) = (8)

where d(x) represent the degree of difference or dis-
tance between input feature vector and model feature
veclor. 1f d(x) =0, then there 1s no similarity between
input and model objects and i d(x) =0, then two
objects are the same. To compute d(x) we ulilize the
toll theory proposed by H. Prade in 1991 1FSA[8]. A
toll sct is to represent its set membership as a cosl
which is between 0~ 6. The cost of zero means free
membership and the infinily means that the member-

ship is forbidden. Now, d(x) is defined as

|
dx)= ~log [— (x—10)}, 0<x < 10
10 9
L x> 10

The above d(x) is a toll membership function and
we define the normalized similarity measure for
SUX) = ———— (10)

where G is the number of information about distance

and intersection angle.

3.4. Matching and Recognition
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In the final recognition phase, we perform maiching
process utilizing the fuzzy relation matrix R. At this
time we may give some weight to each feature vector

according o their contribution toward recognition, i.c,

if we define the weight set, then
W={W,, Wy,eeer W, an

where 0< W, < 1. Now, the confidence level in the
normalized form is computed as
W-R
Vis—p— (12)
W
=1

where-is the product-sum operation. The final recog-
nition is done by computing the following

expression.
V'—"—max[Vl, AVARRIPPS ‘Vn] 13)

Which means the choice of the best match among n

model objects.
IV. Experimental Results and Observations

All the experiments are done on an IBM-PC using
the C programming language. Figures 3 and 4 con-
tain the model range images for a cup, a dumbbell, a
toy and tumbling doll as shown. The range images of
the input objects to be recognized include a tumbling
doll and a dumbbell given in Fig. 5. Tables 2 through
5 contain the surface region feature values for the
model objects of a cup, a dumbbell, a tumbling doll
and a toy respectively, and tables 6 and 7 are those
for the input objects of a tumbling doll and a dumb-
bell respectively. Table 8 and 9 contain all the feature
vectors, respectively, for the model objects and for the
input objects to be recognized. In table 10 the values
[0, 0.79429, 0.03, 0.2] represent the confidence level V
computed from the fuzzy relation matrix formed for

the first input object and the model objects and

{0, 0.43, 0.165, 0.219] is the confidence level value for
the second input object and the model objects. The
final object recognition is accomplished by taking the
maximum value item from the confidence level values.
The results of the process show that the first input
object 1s a dumbbell and the second input object is a
tumbling doll. At this time we applied the same fea-
ture vector weight Wi of 1 for both. As explained, the
proposed matching process has been performed
utilizing the fuzzy relation matrix formed with the
computed similarity between the feature vectors of
input and model objects.

Utilization of fuzzy and toll theories in the compu-
tation of the similarity measure, S(x) and the required
distance d(x) has given much needed flexibility and
efficiency in the object recognition phase. Currently
we are working on the other parts of the envisioned
multimedia object recognition system and the phase
of the 2-D images data preprocessing, edge detection
from 2-D images are implemented and finished
cxperiments. We expect the progress soon on other
phases such as in feature extraction from other
multimedia information and the unifying all the
processed multimedia information to yield meaningful
object recognition, in which some of our preliminary

results are very encouraging.

Fig. 3. Range Image (for model)
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Fig. 4. Range Tmage (for model)

Fig. 5. Range Image (for input)

Table 2. Feature Value of the Surface Region(for cup)
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Table 3. Fealure Values of the Surface Region (for dumb-
bell)
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Table 4. Feature Value of the Surface Region (for tumbling

doll)
surface Feature Values of the
Classitication Surface Region
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Table 5. Feature Value of the Surface Region (for toy)

surface
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Table 6. feature Value of the Surface Region (for input)
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Surface Feature Values of the
Classification Surface Region
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Table 7. Featurc Value of the surface Region (for input)

Surface

Feature Values of the
Surface Region
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Table 8. Feature Extraction (for model)

object shape & features between
name its arca ratio surface regions
: cup L0 i
I
I
S (04 027
dumbbell ENRTRE B
! <p 1048 17455
—
TNNIURST)
toy 030
- eroneh
i N i
. tumbling o0 i N
R ERYI
| doll 10T

Table 9. Feature Extraction (for input)

object ! shape &

features between
: name its arca ratio surface regions
I . s 0D W AT
: nput
| . oo 152
object 1
s 0N 170032
input spod)
. . 07.043
object 2 . <
i

Table 10. Results of Recognition

[t QTS 0t 02f

inbut object | is a dumbbel}

[0, 034 0165, 0.3219)
input object 2 15 a tumbling doll

V. Conclusion

In this paper, we propose a method for 3-D infor-
mation extraclion and matching, which is applied to a
sub-part of a muiti-media system. Specifically, we
propose an algorithm for the similarity measurement
and matching process which are considered to be
some of the most important processes for the
multimedia system as it nceds (o integrate various
kinds of information. The efficiency and flexibility of
the proposed method are verified by the experiment
applying 3-D objects. The distance function which is
needed for existing normalization methods is solved
by applying the toll theory. Also the matching process
is performed by using the fuzzy relation matrix. We
expect more experiments on the proposed methods so
that they can be fine tuned to the level of real life
utility. We also expect much progress soon in all
areas of the entire multimedia object recognition sys-
tem ever closer to the commerce level. Finally, we are
thankful Ho Chul Jeon for his fine data processing
job.
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