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(0, k) Run-Length Limited(RLL) Data Compression Codes
for Digital Storage Systems
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ABSTRACT

Much recent work has been done in the two related areas of source coding for data compression, and channel
coding for data storage, respectively. We propose two (0, %) run-length limited(RLL) data compression codes for
the storage that combine source and channel coding. It was shown that the proposed codes approach the maximum
code rate of (0, £) code as & increases. Thus, the overall code rate of storage system can be increased by using the
combined source/channel code as compared to the conventional 8/9 code which is popular in hard drive systems.

Furthermore, one can also reduce the complexity of modulation coding procedure by using already RLL con-

strained data.
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1. Introduction

In many multimedia applications, rapid access/
storage of image and video data in mecting the
demands of real-time constraints is a basic necessity.
Compression can be used to reduce the amount of
data that is stored and retrieved, and can be realized
through source coding. This source coding is in
addition to the channel coding alrcady utilized in
storage channel to mitigate intersymbol interference
and loss of timing.

A popular channel code for the storage channel is
the run-length limited (RLL) code which constrains a
run of the zeros to be at least d for preventing
intersymbol interference(ISI), and at most k between
two neighboring ones in NRZI signaling to preserve
synchronization information. McLaughlin and Neuhoff
{I] have proposed a sourcechannel code thal increases
the storage capacity of analog data samples on mag-
netic media using tree structured vector quantizers.

This paper proposes two new combined data com-
pression codes (having the run-length constraints for
the storage channel) using the Huffman codel2] which
gives a minimum average codeword length for a finite
source alphabet. One can objectively measurc the per-
formance of combined source/channel codes by
comparing the maximum achievable code rate R,
(given by the average length of conventional source
coded codeword divided by the average length of a
new source/channel coded codeword) and conven-
tional modulation code rate.

Without loss of generality, let the finite alphabet be
the set of positive integers {1, 2, 3,...,N}. Let { p|, P,
=+, pnt be the Huffman probabilities of the set, with
p: ordered such that p; = p; if i < j. If, in addition,
these probabilities satisfy:

DizPivy T Pisa (n

for z=1, 2,--, N—2, then the optimum codeword set

is a comma code (in other word, unary code) such as

Co=101, € Cnd

where

0L L <IN

= , . (2)
0v, 1=N

Ci
The notation b” represents » consecutive b, for
instance, “(0'1)°1” is equivalent to “000100011.” In
Table 1, the sccond column is an example of a
codeword with alphabet size N =10. The codeword
length of cach alphabet is /;=7 for | <{<< N, and Iy
=N—1, and thc average codeword length is

v
Ly= :,l b= Py &)
o

Humblet (3] has shown that the optimum codeword
has a unary tail if the probabilily decreases faster
than (0.618)i. The Rice coding technique of [4] is also
based on the Fundamental Sequence code (which is
equivalent to a comma code) for an ordered alphabet
set. However, these data compression codes possess
long zero string scquences which violate the maxi-
mum run-length constraint for the storage channels.
Therefore, we propose two techniques that avoid loss
of synchronization while minimizing redundancy of
the code. Using the proposed source/channel codes,
one can reduce the complexity of coding scheme of
storage systems.|5]

These encoding and decoding procedures are
presented in Section I1. The average codeword length
and redundancy of cach code are also mentioned.
Application of the proposed code o real data such as
text file and an image file is presented in Section 1.

Section 1V contains the conclusion.
II. (0, k) RLL Data Compression Codes

The coding methods described in this section
attemp! to compress the source alphabet while
satisflying the maximum and minimum run-length

constraints for storage channels. Assume that the
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source alphabet is a finite set of positive integers, and
its probabilities are-ordered and satisfy the condition
(1). Then, any element of the alphabet 7 is expressed
as a function of the maximum run-length constraint %

such as

i=xk +y (4)

where x is a quotient, and », 0 < y <k, is a remain-

der. Also x, ¥ and & are positive integers.
1. Code I
If : < k, the encoded codeword is equivalent to the

Huffman code:

Table 1. Example of codewords: N =10, k=4

source | Huffman code Code 1 Code 11
i Cy (& C,

7 lk 7 7lw o l” I rl

2 0t 01 7 Oi "
3 oot [ e | oo
4 0001 ;)4007I 1 007071
5 00001 ‘06-()011 0()()()1717 o
6 000001 000101 Iwh WWW()?(’)(;()?I})’IV o
7 0005601 00010011 00061(“)0]

8 | 00000001 | 000100011 | 000010001
9 000;)04000’1 7(7)070170070(;1”17 VOV()”OV(’)]OV()Or()H
10 00()000000 n gOblOd&ldl 1 | ()(’)0’010()00l0|7

Cx':oi_l I (s)

When 7 = &, this code utilizes “117 to mark the end
of the code, and “17s are inserted preventing a long

sequence of zeros which violates & constraint.

(0% D*1, y=0
GO D)0k, y=1 (6)
O 170, 1<y<k
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In Table 1, the third column is an example of a
codeword for alphabet size N=10 and maximum
run-length constraint k= 4.

The average code length L, then, is

141:[1 P2yt +(k"‘1).bkv|]
He +DpeHk +2)pyp 4+ - +(N—1) py] ¥)]

N N

=i+ b
Py ik

=Ly +(1—a2) +py

where

kol

a=3 p;, ®

(|

and L, is given in (3). The redundancy of the Code I

is 1 —a + pu, and the maximum achievable code rate is
L 1

R, e L S 9)

L, I—o+py
l+(——‘i0‘““')

Thus, R, converges to 1 as & increases (because a goes
to | as & increases) for large N.

The decoding procedure for Code I is shown in
Figure 1, and also outlined below.

Step 1. While counting the number of zeros, N,
until a 1 1s reached,

- If Ny = &, keep counting the number of bits until

”

the string “11” occurs. Then, the decoded word is
i‘: decode (¢;)) = Np—1 (10)
where N, is the total number of bits including the
string “11.”

- If Ny <k, then the decoded alphabet is

z?—‘: decode(c;) = Ny an

Step 2. Reset the counter, and repeat the Step 1.

www.dbpia.co.kr
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Fig. 1. Decoding procedure for (0, k) constrained data
compression Code |

2. Code |l
For all z=1, 2,---,N, let the source alphabet be

expressed as
i—l=xk+y (12)

where % is the maximum run-length constraint, x is a
quotient, and ¥ is a remainder such that 0 < y < &.
To salisfy & constraint, “1”s are inserted after every %
zeros. Thus, Code [1 encodes source alphabet 7 as fol-

lowing.
¢;=(0% 1) 07 | 13

In Table 1, the fourth column is an example of a
codeword of type II, when the alphabet size is N =10
and the maximum run-length constraint k£ =4.

The code length of each codeword is

L=k+D)x+y+1=i+x
. i—1
=74 7 ]

14

where | x | is the largest integer less than or equal to
x. The average code length of the code is

Ly=Ly +R(Ly) 15)

where the redundancy is

Lol
R(L)=pn+L | ] b (16)

L
The code rate of the Code Il is

L
Ry=— = ! (17)

1 4( +£ -] /L
.DN i=k[ k Jpl 0

Thus, as k is increased, the code rate converges to
one.

The coding procedure is illustrated in Figure 2.
Given the maximum run-length constraint &, decoder
checks the status of variables x and y where x
increases every k bits, and y increases every bit and
reset to 1 whenever x is increased or reset to zero.
Every (k +1)st bit is discarded while a codeword is
decoded. Then, the decoded alphabet is given by

i = decode (c)=xk+y (18)

foralli=1, 2, N.

This code is simpler than the Code I, even though
the average codeword length is longer than that of
Code 1.

1. Discussion

It appears that one can remove the condition (1) on
the source alphabet. Then, the proposed codes would
apply to arbitrary source probability distribution such
that the “maximum run-length constraint violated
sequences” in the binary Huffman tree are substituted
by those sequences of Figure 1. In order words, one
can substitute those consecutive zero sequences
violating the maximum run-length constraint with the
corresponding constrained codewords using Eq. (5)
for Code T and Eq. (13) for Code II, while i in (4)
and (12) represents the number of consecutive zeros
between two neighboring ones.

Table II shows an example of code rates obtained
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Fig. 2. Decoding procedure for (0, &) constrained data

compression Code 11

Table 2. Code rates of Code I and Code [l depending on £

and type of data file

capacity of ‘ Text file Image file
k (0, &) code ‘? Code I | Code I1 | Code 1 | Code 11
V 2 7 ”0.87"971 N 0.7464 0.8245 | 0.7518 | 0.8351]
3 0.9468 0.869(; ()_t)ixx 0.8769 | 0.92K3
4 ) 70.9775277 09378 | 09635 | 0.9376 | 0.9668
75 ﬂmﬁ(r):‘)?;xrl o 0965? 0.9825 | 0.9692 ; 0.9838
6 ().(,;942 V UT‘)XWS() 0.9918 7(),‘)84] 0.9917
7| 0997 | 09920 09960 | 09918 | 0.9954
>X 7”0,9‘7)86 ‘t ()r,lr)(,;(r)l 7().‘)‘)83 0.9954 ¢+ 09977
7 97 0.9993 (.9984 0.9992 . G.9977 | 0.9990
710 ()99% 09993 | 0.9996 { 0.9990 | 0.9996
7 {]W ki.99‘;8 | ()9‘)‘)()7 0.9997 }‘ 0.9996 | 0.9998
12 0.§9§9 0.9997 | 0.9999 ‘ 0.9998 | 0.9999

via tests on a small text file and an image file. The

text file is size of 13,941 bytes, and the image file is a

black and whitc

“Lena” image (262,176 bytes). The

code rate is the size of conventional Huffman coded

file divided by the size of the proposed coded file.

The second column is the maximum achievable code

rate of (0, k) code. From the table one can notice that

Code II performs better than Code 1. Since the prob-

ability of long zero sequence is less than that of short

one, the code rates are almost same in the limit for 2

2078

> 4. Thus, the overall code rale of storage system can

be increased by using the combined source/channel

codelespecially, Code 1) as compared to the conven-

{2

onal 8/9 code which s popular in hard drive

systems. Furthermore, one can also reduce the com-

plexity of modulation coding procedure by using

d

Ircady RLL constraimed data.

IV. Conclusion

This paper has introduced two dala compression

codes that combine source/channel coding steps for

d

igital data storage. It was shown that the proposed

codes approach the maximum code rate of (0, &) code

a

to

s & increases.
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