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A New Algorithm for Reducing the Number of Centers in
Operating the RBF Neural Net Equalizer
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ABSTRACT

This paper concems with improving the previously developed RBF equalizer by greatly reducing the number of
centers. The basic idea is to select only centers close to the boundary between the different decision classes. The
first factor of reducing the network is 29 where dis the channel delay. The number of centers was further
reduced by representing several centers by a single point. This reduction of centers greatly reduces the burden of
compuwtation in training, and makes the hardware implementation of RBF equalizers realistic. Simulation studies
show that the error rate performance of an RBF equalizer with the proposed reduction in the number of centers
compares favorably with the RBF equalizer having the conventional number of centers.

er, in which the output signal is compared to the
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1. Preliminaries

In digital commumnication systems, data symbols
are transmitted at regular intervals, but time
dispersion caused by the imperfect channel freq-
uency response or multipath transmission creates
overlapping of the received symbols, or intersyfn-
bol interference (ISI). The most widely known
equalizer is an adaptive linear transversal equaliz-

expected signal and the tap (FIR filter)
coefficients are updated in accordance with the
error between the desired and actual filter output.
After an initial convergence has been obtained
during a training period, the output decision can
be substituted for the desired signal (decision-
directed learning)",

Recently, some researchers developed radial basis
function (RBF) equalizers ™! which are simpler
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and faster to train because of their structural
simplicity. The RBF equalizer systems usually
require a large number of centers which increases
the computational complexity, and thus makes its
hardware/software implementation impractical.

In[5], it is shown that an RBF equalizer
provides maximum likelihood decisions. Autoco-
rrelation techniques wete employed to determine
the channel order, which is required to specify
the number of centers, and the supervised
K-means clustering algorithm and least mean
square (LMS) algorithm were used for estimating
the desired RBF centers and updating the output
layer weights respectively. However, a higher
channel order requires a comrespondingly larger
equalizer order, and may lead to the requirement
for a very large number of RBF centers; this
results in exponential increase of computational
complexity. Thus it becomes necessary to consider
a method for selecting a reduced number of
centers, rather than using all possible centers.
Thus many researchers have been focusing on
reducing the computation burden in operating the
RBF equalizer. Recently, there has been a study
related to the reduction of computational burden
by replacing the RBF centers with scalar
centers"), This method, however, still use all the
possible number of centers, as required In[5].

This paper provides a simple solution which
uses completely unique method in reducing the
number of RBF centers by using channel delay.
The main purpose of this paper is to solve the
problem of requiring a large number of centers in
the RBF equalizer system when channel order is
high. The basic idea is to select the lesser
number of centers without degrading the error rate
performance. The main factor in reducing the
number of centers is to consider the channel
delay where the dominant impulse response exists.

2. Radial Basis Function Networks

The RBF network™ is a three-layer network
whose output is a linear combination of the basis
function outputs, as depicted in Fig. 1. Each unit
of the hidden layer produces a function of the
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normed distance (usually Euclidean) between its
own reference center and the network input. A
common choice of basis functions for the hidden
nodes in the network is the Gaussian basis
functions. The output response of an RBF
network is a mapping F

Fig. 1 Schematic diagram of an RBF network

FXO= 2 wG, M
where
X=[x,%, 2,17 3]
—|X=_Ci|i?
GFEXD(—LW‘L) 3)
i=1,2,,m

X, G, w, C, and o, denote input vector,
Gaussian basis function output, output layer
weight, center vector, and center spread parameter
respectively. The output response of the Gaussian
basis function depends only on the Euclidean
norm of the difference between the centers and
input vectors. In that way, the Gaussian basis
function gives a strong response to the inputs for
which the difference between the center and input
vectors is small. On the other hand, if the
difference of these two is large, the response is
weak.

There are different approaches to training an
RBF netwotks, depending on how the centers are
specified and how the center spread parameters

are specified ™. Conventional training of the
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previously developed RBF equalizer consists of
two stages; the first stage is to determine
(estimate) the number and location of center
points, and the second stage is to update the
output layer weights. As will be seen in Section
I, the proposed algorithm for reducing the
number of desired centers, based on the
supervised K-means clustering ¥l was developed
by consideting the channel delay and distance
criterion.

3. Outline of the Paper

Section II describes a mew algorithm for
reducing the number of RBF centers. In Section
I, error rate petformance of the proposed RBF
equalizer is compared to a linear equalizer and an
RBF equalizer having the conventional number of
centers. Section IV provides the conclusion of the

paper.

. Reduction of the Number of
Centers

1. Maximum Number of RBF Centers

We consider the RBF equalizer system, as
shown in Fig. 2. A consecutive symbol sequence
a, is transmitted into a dispersive channel which
has the transfer function

Fig. 2 The structure of the RBF equalizer
system

H&)=hy+ iz 4+ bzt )

where p denotes the channel order, and the
transmitted symbol sequences are assumed to be
binary equiprobable. Then the received signal,
corrupted by additive noise, is represented as

Y= hoak"‘ hlak—-l + e+ hjdk_j+ (L o h,a,,_,,+ R,
®

The equalizer input vector is
Ri=[7y 71, 7a-g]” ©

where ¢ denotes the ordet of the comparable
lingar equalizer (the number of units in the input
layer is ¢+1). Because the channel input vector
corresponding to R is

Ak:[ale, ak—h"'-llk—p—q]T’ @)
the number of possible equalizer input vectors is

M=2 0+, (8)

Thus, there exist M possible candidates for the
RBF centers used in training. In the previous
work ! the locations of these M centers were
estimated using the supetvised K-means clustering,
and used for training the RBF equalizer. In this
case channel order estimation was required to
determine the number of centers, M.

2. Reduction Process

As shown in (8), the number of centers
exponentially increases with the increase of
channel order and equalizer order. This results in
considerable computational complexity, and thus
makes the hardware implementation of the RBF
equalizer impractical.

The approach of reducing the number of
centers relies on the fact that when only the
desired centers close to the boundary between two
different classses are used, the error rate
performance is almost the same as when all the
centers are used. The fitst step is to reduce the
maximum number of RBF centers, M(=27t*"}) ,
by a factor of 29, where d is the channel delay.
Then the number of centers is further reduced by
representing several centers by a single point.
This simplifies the equalizer for the channel
whose order is high enough to make the center
distribution very dense.

The proposed method of reducing the number
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of centers first comsiders a chanmel input vector
only to length d. Then

A Zu—bl:[ak—l.ak—%"',ak—d]T ®

which allows A, to be divided into 2¢ sub
groups., In order to set up the leamning algorithm,
we denote the M combinations of A, as A,,
l=j=M, and the 2¢ combinations of A ¥, as
sub, , l=n<2 respectively, The following is
the algorithm for the best choice for the reduced
number of centers.

Algorithm

Step 1 : The supervised K-means clustering
algorithm operates by considering the A

if( A= AN
(A = sub, && a,=—1 |
A .zu_bl = Sﬂbz"+1_" && akzl){

counter;= counter;+1; (10)
CHhre (counter,~1)- C ¥ 1"+ R, .

‘ counter; ;
}

¥

where € %" denotes the jth center in category

n
Chr=[Cy". Ch", . CimT 1)

Step 2 : Find the center category J, for which
the maximum value of € *” is smaller than that

of other categories:

_ k2 —
D,= max{Ck" n=1,2, ,2“3} 12)

J=arglmin{D}],j=1,2,. M
where D, represents the maximum value of
ck™ among all the centers in category ».
Step 3 : Find all the centers in category /.
Step 4 : Sort the selected centers in ascending
order of index j of C# and set C, 1<ixL

as a set of ordered centers, where L= M/2¢.
Step 5§ Find the average distance (AD)

between the +1 centers and -1 centers; here +1

stands for the centers whose corresponding
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received symbol, a,-,=1, while -1 stands for the
centers corresponding to a received symbol

ap—a="—1.
for (1= 1< £+ D)
§4D=Ap+fabs( eh—c brum) (13)
:JQ_
AD=—775

Step 6 : Check if (AD=p) , where p is a
distance parameter in the range 0,5<p=1.0 used
to keep the centers properly separated without
overlapping (sevete intersymbol intetference causes
the regions containing +1 and -1 centers to
overlap)

If NO, then the current candidate category is
rejected (inhibited); return to Step 2

If YES, stop (all the centers in category J
will be used to train the proposed RBF
equalizer),

The main difference between the above
algorithm and the conventional algorithm in [5] is
that the conventioanal algorithm in [5] is just
doing process to select all the possible centers
M=2?""1 through step 1 (supervised k-means
clustering) only, but the proposed method is to
select the reduced number of centers from M
through step 1-6, with considering the channel
delay and average distance (AD). In other words,
step 1 is for categorizing all the centers with one
of the 27¢ types of center categories. Step 2-3
describes the process of selecting the centers with
selected category J. Step 4-6 checks if the
selected centers with category J are properly
separated by considering AD.

Finally, the above method shows that the
number of centers in operating RBF equalizer has
been reduced from M=2°"*!, required in
conventional method [5], to M/2° by considering
channel delay 4. Furthermore, for the channel
whose order is high enough to make the
distribution of channel output states very dense,
the reduced number of consecutive centers, C#,

1</sL in step 4, is further reduced by
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averaging each group of 2*centers where L/2* is
the final number of centers. The simulation results
with various channel models are presented in the
next section.

3. Results of Reducing the Number
of Centers

Simulation studies were performed over several
types of channel models. For the high-order
channel, a typical telephone channel impulse
response was used™®. Fig. 3(a) shows that the
proposed algorithm reduced the number of centers
to 128 from 4096  (M=2%""*'=4096,
»=10,¢=1). For the second stage, groups of 16
consecutive centers, ordered according to their
binary value, were replaced by one cemter located
at the average of the 16, as illustrated in Fig. 3(b).

®)

Fig. 3 Distribution of the selected centers, p =1.0:
(n) distribution of 128 selected centers,
(b) distribution of 8 selected centers
H(z)=0.04 —0.05z" +0.072” —0.212™ 0.5 +0,727
+0.367° +0.077 +0217° +0.032° +0.07"°

Error rate performance of RBF equalizers with
reduced number of centers is presented in Section
1I, and compared with both the RBF equalizer
with the full number of centers and with the
linear equalizer.

II. Equalizer Performance
Comparison

The error rate was measured for the typical
telephone channel models. The comparison of
error  rate  performance between the RBF
equalizers with and without reducing the number
of RBF centers, based on the conventional LMS
training method.

1. Simulation Results

For the high order channel case, the reduction
of the number of centers was notable, as ill-
ustrated in Fig. 4. The number of centers was
first reduced to 2048 from 65,536 (M/29=65536
/32=2048), and ' further reduced to 32 by
averaging groups of 64 consecutive centers from
the first selection. Simulation results show that the
error rate performance of the RBF equalizer with
the reduced number of centers is approximately
the same as with the full number of centers.

0.5

M = 65536 (pw 10.q= §)

-2 w4 —O-——  linesr equalizer
wm———br——  RBF (2048 conters)
......... T S— RB_FGZ coltets)
-5 ] T T Y
5 7.5 10 12.5
signal to noise ralio  (dB)

log 10 {error probability)
)

Fig. 4 Emor rate performance with reduced
number of centers
H(z)=0.04 -0.05z" +0,072% -0.21z° -
0.52° +0.727° +0.36z° +0.02" +0.217°
+0,037° +0.077™

2. Concluding Remarks

As shown in all the results above, the RBF
equalizer with the proposed algorithm for reducing
the nurnber of centers performed as well as with
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the full number of centers. The step of averaging
the first selected centers further reduces the
number of centers, while maintaining approx-
imately the same error rate performance.

VI. Conclusions

This paper described a new RBF equalizer
system that was developed mainly for overcoming
the obstacle of the large number of centers
required for the previously developed RBF
equalizers. The design procedure of the proposed
RBF equalizer system is as follows:

1) Estimate the channel order, and channel
delay using the autocorrelation techniques.

2) Determine the RBF centers used in training,
using the proposed center rteduction algorithm,
The number of RBF centers after the first
reduction is M/29=22**1"9 _ where M is the
maximum number of centers. When channel order
is high enough to make the center distribution
dense, the number of RBF centers can be reduced
further by averaging the selected centers.

3) Update the output layer weights using the
selected centers.

Throughout the simulation studies, it  was found
that the error rate petformance of an RBF
equalizer with the reduced number of centers
compared favorably with the RBF equalizer
having the conventional number of centers, and
both performed better than the linear equalizer.
This improvement in the RBF equalizer makes its
hardware implementation practical.
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