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ABSTRACT

This paper proposes on-line scheduling algorithms that reduce the largest weighted error incurred by preemptive
imprecise tasks running on a single processor system. The first one is a two-level algorithm. The top-level
scheduling, which is executed whenever a new task arrives, determines the processing times to be allotted to
tasks in such a way to minimize maximum weighted error as well as to minimize total error, The lower-level
algorithm actually allocates the processor to the tasks. The second algorithm extends the on-line algorithm studied
by Shih and Liu[4] by formalizing the top-level algorithm mathematically. The numerical simulation shows that
the proposed algorithm outperforms the previous works in the sense that it greatly reduces the largest weighted

eITor.

ation[1]. This allows users to get the approximate
I. Introduction result with acceptable quality even when the exact
result with the desired quality cannot be obtained
The imprecise computation technique inherently in time. If all imprecise tasks are known before
prevents imprecise systems from being terminated applying scheduling algorithms, it is enough to
abnormally due to a lack of processing time and schedule them with static or off-line scheduling
produces non-optimal results with graceful degrad techniques such as ones proposed in [1,2,3,5].
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However when on-line tasks arrive randomly, it is
impossible to schedule the tasks at an instant and
thus one should - consider on-line scheduling
algorithms for scheduling the tasks,

In an imprecise computation model, each task t;
is decomposed into two subtasks: the mandatory
subtask M, and the optional subtask O; Let M;
and O; be the processing time of M; and O,
respectively, and m;+ o;=p;. In [4], Shih and Liu
have proposed an on-line scheduling algorithm for
minimizing the total error incurred by imprecise
tasks. By the error e, we mean the difference
between pi and the total amount of time assigned
to the task, x; ie, ¢ = p - x;. By weight w;
we mean the importance ratio of error, and the
weighted error is defined as we;. The total error

is the sum of errors of all tasks, ie., gle,. By

minimizing total ermor, the processor could be
utilized at maximum. But, in some cases,
minimizing maximum weighted error is preferred
to only minimizing total error. Inspited by this
philosophy, many off-line scheduling algorithms
for minimizing maximum weighted error of
imprecise tasks are proposed [3,5]. However little
work has been done for on-line scheduling
algorithms reducing the largest weighted error for
preemptive imprecise tasks.

In this paper, we propose two on-line schedul-
ing algorithms for imprecise on-line tasks, First,
we address a two-level on-line scheduling
algorithm that tres to reduce the largest weighted
error ; top-level and lower-level scheduling algori-
thm. The top-level scheduling algorithm is execut-
ed whenever a new task arrives, and determines
the amount of processing times to be allotted to
all schedulable tasks at that instant, while mini-
mizing the maximum weighted error. The
minimization process is modeled as a LP probl-
em. Thanks to the model, the computation compl-
exity of the procedure for allocating processing
time to the scheduled tasks decreases significantly.
For the lower-level scheduling algorithm that
actually allocates the processing power to tasks,
there are many well-known algorithms such as the

algorithm by Shih and Lin [4] and the EDF
algorithm[6]. As shown later, numerical simula-
tions show that the distribution of weighted errors
depends heavily not only on the top-level schedul-
ing but also on the lower-level policy. For
example, the lower-level scheduling based. on a
reservation policy [4] produces a schedule which
utilizes maximum processing power. However it
forces some tasks not to be scheduled, while they
are scheduled under the EDF strategy.

This paper is organized as follows, Section two
describes two proposed scheduling algorithms with
mathematical proofs. In section three, the results
of numerical simulations are presented, and the
last section concludes this paper.

I. Scheduling Algorithms

1. Two-level scheduling

It is a difficult problem to get an on-line
schedule for imprecise tasks which satisfies
criteria such as minimizing total error or minimiz-
ing maximum error. It is almost impossible to get
an optimal on-line schedule for imprecise tasks,
minimizing total error or minimizing maximum
weighted error without a priori knowledge of the
parameters for tasks such as arrival times and
deadlines. In this section, we propose a heuristic
two-level scheduling policy under the constraint
that minimizes the largest weighted error.

The top-level schedule, which is executed
whenever a new task arrives, determines the
amount of processing times to be allocated to all
schedulable tasks at that instant, i.e. all tasks
present in the system. Therefore the top-level
scheduling algorithm can be modeled as a static
linear optimization problem: Given a set of
preemptive imprecise tasks with identical arrival
times, known deadlines, processing times of
mandatory and optional parts, and weights,
determine the amount of time to be allocated to
each task so as not only to minimize the
maximum weighted error but also to minimize the
total error. Sub-section 2.1.1 describes the
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top-level scheduling algorithm and its mathemati-
cal foundation in detail.

The lower-level algorithm actually schedules
tasks into service. The maximum of service time
is bounded by that obtained by the top-level
algorithm, The amount of execution time that
each task receives actually depends on the arrival
time of new tasks. In other words, the amount of
service time determined by the top-level algorithm
is valid only until the next new task’s arrival.

1.1 Top-level scheduling Formulation of
praoblem
As described above, top-level scheduling
algorithm distributes intervals to tasks present in
the system, which allows us to assume that task
arrival times are identical momentarily. Consider a
set of N imprecise tasks with identical arrival
times, deadlines @ <d:+;, and arbitrary weights
wi's. Let e, be the error of task # and x;; be the
amount of time assigned to task # in interval {d;;
, d). Then, the top-level algorithm may be
formulated as :

minimize z
subject to
1) z=2wiei, i =12., N
2) e, =pi-x, i =12, N

3) Xlx,-d- =x, i=12.,N
dom

4) ﬁxu = dj—dj.l, j =1,2... N
1=

5) Xi Zml, i =1,2,..., N

The above formulation is a LP (Linear
Programming) problem. This LP problem can be
solved by iteration, solving the auxiliary optimiza-
tion problem P, k = N, N-1,..,2,1. P is a
sub-problem with tasks fxfe<s....tv. Obviously P; is
equivalent to the original problem. And the
problem Py can be written as :

minimize z
subject to

1) z zwiei*wixik , i = kk+1,.,N

1034

2) ﬁ]kxi,k=dk —dk-1

3) xik <ei*, i = kk+1,.,N
4) xi,k 20, 220, i = kk+1,..,N

where ¢ is the updated error of task # which
is obtained by iteration during from interval (dw.
., dy ) to interval (di , dis; ). Note that all x;;, j
> k, are known in the problem P, and it suffices
to get x for [ = kk+1,k+2,..,N.

In order to simplify the explanation without
loss of generality, suppose that k is equal to one
and let y; be x; We introduce slack variables S;
for each task f, so that the formulation of the

previous section becomes

minimize z
subject to
1) z+wiyi —si=wiei* , i = 1,2,...N

2) g}l_yi =1

3) yi 20, si 20, 220, i = 1,2,.,N,

where [ is the length of interval, (dnd;), to be
distributed to tasks.

The formulation can be rewritten as the
following matrix form.

» w e
Lowl 0 00...0 —1 0 0..0]]y W
1 0 w2 00 0 0 =1 0...0 B i
1 0 0 udo 00 0 -1..00] . :
o N
1wl 0 00...0 —-10 0.0lls
1wl 0 00...0 =1 0 0.0 e

Let B be the left half of the first matrix (N+1
by
N+1). And let y be the uppe r half of the vector
in the left (N+1 elements) and lower one be s.
Let E be the vector in the right side. Then, we
have the following equation.

=E (1)
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Let 7i=1l/w; andy =1/X i Then, for matrix
B, inverse matrix B exists and,

Tw 00 000

O ow 0 000

1o 0 w .. 0 nr nyoow N — 7
B= B-I=|n—nnr —nnr .. —nnmr nr

TYNNY TV o -
00 00 .. w N1 NY2Y TN T YNYNY TN
01

Applying B-1 to the equation (1), we get

y-B-1 [ ]]S-"B-IE
0

This equation becomes:

(2-7F 7, 1 [rXe-b |
>’1'7151+7172 Yis* e."}'JT(Z e =D

yz‘7232+7272 Vs "-’"‘727’(2 e —1)

@

Y —FuSn tVaT D, vis,| N YO

Let a=%2e!—0) and A=yXys. Then,
equation (2) is rewritten as:

-8 a
Y1 -¥i(s -~ B) e -y, @
Yo =7y (8, - B) 9;'710

Yn ~¥ulsy - A) - ey - Ta@ ©

In the problem of LP, the optimal solution is
found from the extreme point. Applying this
property, we get the following theorems.

Theorem 1: For some i, ife;—ya<0 , then yi
= 0O

Proof: This comes from the fact that
e} =~ yia=y;— v{s,— A)=0 means either y; = 0 or
5; = 0 since the optimal solution can be found
from the extreme point. This leads to y; = 0.

Theorem 2: Suppose that tasks are sorted in
descending order of we. e, v 0 implies
9;+1_ 7’;+1ak+1<0-

Proof: It can be proved without difficulties,
and so it is omitted.

With the help of the above properties, in the
process of finding the optimal yi for a given
interval, it is sufficient to perform the
optimization process only for the tasks such that
e;—ra=0. Once all tasks with &} —~yo=0 have
been found, the maximum weighted error and
processing times to be allocated to the tasks are
determined.

Theorem 3: For all i, if ei—ye>0, then we
have the solution z=g and y,=e;—yo.

Proof: The optimal solution can be found from
the extreme point in LP problem. At the extreme
point where all si are equal to zero, the
inequality relation 1) in the problem formulation
becomes that of equality. This means that no
more optimal solutions exist. The value 2
becomes (defined as the summation of si) equal
to zero. From equation (3), we get the solution

.
yi— e ra.

Based on the above theorems, the top-level
algorithm is derived as in Figure 1. In the
algorithm, u and v denote the indices of tasks
and intervals, respectively, and initially all y/'s are
set to zero, | denotes the length of interval.

Example,

Consider a task set with three imprecise tasks,
t, tz and f3. Their characteristics are shown in
Table 1. r; in Table 1 denotes the arrival time of
task #. To schedule them, the proposed top-level
algoritbm is applied backwards to intervals
(11,16), (8,11) and (3,8). Since #; is the only task
that can be scheduled in the interval (11,16), the
interval (11,16) is allocated only to #. However,
in the next interval (8,11), as the first step, two
time units are allocated to ¢, which is the
processing time requirement of its mandatory part
and then the optimization procedure is petformed.
The optimization procedure produces an outcome
that e3= 2, ;= 1, wye; = 0.82, w»ye;=0.53, I=1,

"_ LT N = _l.... —L
a=a2=yleste;—H=(1/( 0.41 + 0.53)
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(2+1-1)=0.231*2=0.46,

X32= &y — re=2—1/0.41%),46 = 0,872, and =xx»=
¢j— 1o =1-1/0.5340.46=0.128. 15 and 1, have
the same weighted emor, 0.462, For the last
interval (3,8), three unit times are allocated for
task #;, and then the remaining part of the
interval is optimized. By performing the similar
optimization procedure, we have that e;=1,128,

e;=0.872, e;=2, wsez=uye;=0,462,
el =0.06, -2, = as= 7 X ek~

= (U(GAT + g + g )4~ 2)=0.02655

L = a list of tasks sorted in decreasing value of we, initially &
u=N
v=N
! = drdy;
while(v=1 and uz=1)
ifimex,) =1, that is, task t, has not yet received a
sufficient amount of time to execute its mandatory
part and the interval is sufficient lafge to allocate

to t, then
Xy =Xt hvsv-LI1=4d -d
else ifimy, - x.) = 1 then
X = X * 1, insert 1, into L
uw=u-Lvevll=d -d.
else if u>v then
Xe = Xgqup imsert t, into L
u=u-1
else /*we are sure that u = v and oll tasks ty, Ly . Iv
have received sufficient amount of time to execute

their mandatory parts */
1) perform optimization procedure as follows
(1) find the largest number k* among k such that

et - Tear@e <0 and e - T > 0,

where a¢ = I ﬁl et - 1), = ﬁ T
= =1

(If e N = O for all k then k* becomes the
index of the last 1ask)
(2) Let a be the a*, and yi = e* - Na for izk*
(3) Update e* by e* - y; and % by for xi+y: the tasks
t; that have received additional processing times
(4) Update L by letting tasks with the maximum
weighted error be one task
Du=u-1, v=v1l
end if
end while

Fig 1. Proposed algorithm producing minimum of

maximum weighted error,

1036

Table 1. Characteristics of a task set with three tasks

task ri di mi oi pi wi

tl 3 8 3 2 5 0.03

2 3 11 2 1 3 0.53

3 3 16 4 3 7 | 041

Table 2. Results of the top-level algorithm

Interval
(3,8) 8,11 | (11,16) Sum

| task.

tl 3230 3.230

2 0,772 2.128 2,900

t3 0.998 0.872 5 6.870

Sum 5 3 3 13

*2=0.053, X3~ a3 — re=1.128—1/0.41

*0.0531=0.998, and

X21= @5 — 7,0=0.872—1/0.53%0.0531 =0.7718, and
rm=e—na=2-1/0.03+0.0531=0.23. As a
result, the tasks #;, f, and f; have different
0.100, and 0.13,
respectively, But they have the same weighted
error,0.053. Table 2 shows the processing times
allocated to the tasks in each interval by the

amount of errors, 1.77,

top-level algorithm.

The complexity of the proposed algorithm in
Figure 1 is O(NLogN). The tasks with the same
weighted error can be handled, throughout
iterations, as one task such that its weight is
equal to 1/2(1/w,) and its error is equal to the
sum of emors of the tasks with the same
weighted error. Therefore, the number of iterations
that optimization procedure (the step 1) in Figure
1) is executed is bounded by O(N), which implies
that the worst case complexity is O(NLagN).

1.2 Low-leve! Scheduling

The purpose of the lower-level scheduling is to
actually assign a processor to tasks according to
the amounts of processing time determined by the
top-level algorithm. Whenever a new task arrives,
the top-level algorithm is executed and the time
allocation information is recomputed. Then the
processing time of optional part is modified as

www.dbpia.co.kr
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the difference between the time produced by the
top-level algorithm and mi(,e., x - m), but m
itself is not modified. The lower-level scheduling
allocates the processor to the tasks based on the
modified processing times. There are many ways
to schedule the tasks, once their processing times
are determined.

One way for the lower-level scheduling is to
utilize the results obtained by the top-level
algorithm. Figure 2 depicts a schedule for the
task set in Table 1, assuming that no new task
arrives. Let LA be the low-level scheduling
algorithm based on this philosophy. Another way
for the lower-level scheduling is an algorithm
trying to complete the mandatory parts of all
tasks as soon as possible, and then trying to
assign the processor to the tasks up to the time
units determined by the top-level algorithm. Let
LB denote this method, Figure 3 depicts the
schedule by LB. One may also consider applying
an off-line scheduling algorithm that focuses on
minimizing total error. But it is not appropriate
since the use of off-line scheduling only for the
low-level scheduling introduces an additional
overhead without any gain,

Note that in Figure 3, the interval (15,16)
becomes idle and the final weighted etror is not
equal to that produced by the top-level algorithm,
As shown in Figure 3, the LB may underutilize
the processor powet and the maximum weighted
error incurred by tasks may be greater than that
by the LA. From the point of view of
minimizing total error or minimizing maximum
weighted error, it looks like that the LA works
better than the LB. However, the result of
simulation shows that there is no big difference
between the values of minimum of maximum
weighted error produced by both the LA and the
LB for the cases that the processor utilization is
high.

The task set that can be scheduled by the LB
is larger than that by the LA. In other word any
task set that is schedulable by the traditional EDF
is still schedulable by the LB. In the next section

3 623 7002 3 10.13 11 16

rfz Itzlisltzltsl f3 i

Fig. 2 Low-level scheduling (LA) using the information
by the top-level schedule

Fig. 4 Reservation when task t3 has arrived.

we describe another alternative, which is an
extension of the algorithm proposed by Shih and
Liu[4].

2. On-line Algorithm with
Reservation(OAR)

In this section, we describe a technique called
on-line algorithm with reservation (OAR) which is
an extension of the on-line algorithm studied by
Shih and Liu [4]. When a new task arrives, the
OAR reserves an appropriate amount of intervals
in a manner that the sum of reserved intervals is
equal to the processing time for the mandatory
part of the task. As in the algorithm by Shih and
Liu, if it is not possible that the OAR reserves
sufficient time for the taskthen the OAR
determines that the task is not schedulable. T he
intervals that are not assigned for themandatory
part are used for minimizing the maximum
weighted eror. For example, consider the
following scenmario. Two tasks, #; and f;, have
arrived before time 3, and their mandatory parts
have been executed partially. At time 3, ¢
arrives. Figure 4 depicts a reservation in this
case. The shaded rectangles tepresent the intervals
available for reducing the maximum weighted
ITor.

It is not difficult to see that the proposed
top-level algorithm working for the intervals
constructed from deadlines is still valid for the
intervals (3,5), (8,9), and (11,12), as well. In fact,
the allocation in Table 3 is same as the allocation
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produced by the optimization procedure of the
top-level algorithm. The total amount of time that
is additionally allocated to the tasks #;, #, t3 in
each interval is same as in Table 2.

Table 3. Allocated times by the OAR for the task set in

Table 1.
Interval
(3,5) (8,9 | (11,12) Sum

Ltask

t: 0.230 0.230

Ly 0.772 0.128 0.900

ts 0.998 | 0.872 1 2.870

St 2 1 1

3 6.23 9.13 16

4 b ]

Fig. 8 Task allocation and reservation for a newly
arrived task t4

Once the information is obtained as in Table 3,
t; that has the earliest deadline is scheduled until
a new task amives or it terminates. If no task
arrives during 3.23 time units (the sum of m; and
the additional allocation), the interval (5,8) which
has been reserved for #; is released. Next, the
scheduler schedules 7> during 2.900 time units.
The same procedure is repeated untili no more
intervals are available. Figure 5 depicts a schedule
for the case that no task arrives until time 18
and Figure 6 depicts a reservation by the QAR
for the case that a new task fy with dy = 10 and
m=1 arrives at time 5, In this case, the
reservation for the mandatory part or the
processing time allocation for minimizing
maximum weighted error can be done in a similar
way.

Figure 7 describes the OAR algorithm. It is
executed whenever a new task arrives. Since it
is a natural extension of the algorithm by Shih
and Liu [4], it is easy to check that the algorithm

1038

OAR tries not only to minimize maximum
weighted error but also to minimize total error,
The weighted error incutred by tasks is not
optimal in the sense that maximum weighted error
may be greater than those by the off-line
algorithms. And the maximum weighted error
depends also on the arrival of tasks or the
characteristics such as their processing times or
weights, We claim a following theorem without
proof, since it is a direct consequence from [4].

Lett be a newly arrived task

Reserve intervals fort enough to execute its mandatory p

If the reservation fails, then
the taskt could not be scheduled by the proposed
algorithm, and reject t

else

(1) getalist of intervals,
minimizing weighted errors.
(2) perfarm the same minimization procedure for the
intervals in L as in section 2.1.2.

L, that could be used fo

(3) modify the processing time according to the resuli
the optimization,
end if
Schedule tasks in increasing order of deadlines until a ney
task arrives, and modify the reservation as in the algorithi
Shih and Liu[4]

Fig. 7 Algoritim OAR

Theorem 4.
The OAR produces schedules minimizing total

€ITOr.

I. Simulation

In order to check the performance of the
proposed on-line algorithms, we have performed a
series of exneriments. For each exneriment. we
have generated a task set with three hundred
tasks, modeled as an M/M/Infinity queuing
system, in which the distribution characteristic of
task arrival time is Poisson, the service time is
exponentially distributed and there are infinite
number of servers. The processing time of
mandatory part of each task is taken uniformly
from zero to (its deadline its release time) * p,
where p is fixed arbitrarily from 0.2 to 0.9 for
cach experiment. The arrival rate over the service
rate, (defined as ) is the average number of tasks
in system. As por p become larger, the load of

www.dbpia.co.kr
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processor also becomes higher. If the generated
task set is not schedulable by the on-line
algorithm by Shih and Liu, it is rejected, and
regenerated.

Once task sets are generated and determined as
schedulable by the proposed on-line algorithra, it
is scheduled by the algorithm by Shih and Liu
and by the proposed algorithm OAR, and then
the weighted errors of all tasks are analyzed.
Figure 8.a, 8.b,8.c and 8.d depict the distributions
of weighted errors of the tasks in the task sets
for p= 1,2, p =02, 0.4, and arbitrary weights.
The x-axis represents the index of task ordered
by arriving times, and the y-axis their weighted
error. From the figures, we can easily note that
the proposed algorithm outperforms the algorithm
by Shih and Liu at the cost of manipulating the
list of intervals that are not reserved for
mandatory parts and calculating minimum of
maximum weighted error,

70
.3y OAR

© By Shilts

680 F o)

&0

Fig 8. a Distribution of weighted error when
o =1, p=02

a5 ¢

oy OAR
40 ° & Ry Shin's

9

Fig. 8 b Distribution of weighted error when
p =1, p=0.4

Agy dxes
%0 [
| 2qe]
80 h
0 0 49?)/ Snih's
70
60 o]
(@]
50
o) (o]
40 o) - o
30 (o}
0| O
10 . *
Onir S o8 = 8, . 1_.. ey
g %y oI 0ol V%0
BE 8 S e Kt GELRTR N :"o' N
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Fig. 8 c¢ Distribution of weighted error when
p =2, p=02

100

90 Wby OAR

o] 08y Shin's

0. .
.’
G '\' (4 uﬂu

] 50 100 150 200 250 300

[
'-.r

Fig. 8 d Distibution of weighted error when
p =2, p=04

Fig. 8 Distribution of weighted errors with four different
values of p and p.

¥ By OAR
r OByLB

Fig. 9 Distribution of weghted errors with four different
values of ¢ and p.

Figure 9 depicts the weighted errors incurred
by the same task set as that in Figure 8.a.
Theoretically, the OAR has to produce smaller
emrors than the LB does. However the simulation
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shows that they produce the almost same error
distribution as shown in the figure 9. This result
means that the distribution of processing times of
mandatory parts and weights directly influences
the distribution of error. The distribution of
weighted error may change if the distributions for
processing times of mandatory parts or weights
are agsumed differently,

IV. Conclusion

We presented a fast on-line algorithm for
reducing largest weighted error where tasks have
arbitrary weights. We wansformed the optimization
problem to a LP problem. With the help of
valuable properties, the proposed algorithm rules
out some tasks at the very beginning stage of
scheduling and rveduces the number of tasks
actually to be scheduled. Without a great loss of
timing complexity, weighted errors could be
reduced significantly by the proposed algorithm.
The proposed on-line algorithm could be useful
for  multimedia  applications  with QoS
requirements.
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