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ABSTRACT

DEVSim++ is a C++ based, object-oriented modeling/simulation environment which realizes the hierarchical,

modular DEVS formalism for discrete event systems specification. This paper describes a methodology for

performance modeling and analysis of an ATM-based network system within the DEVSim++ environment. The

methodology develops performance models for the system using the DEVS framework and implement the models

in C++. Performance indices measured are the length of queues located at connection points of the system and

cell waiting times with respect to QoS grades for a network bandwidth of 155 Mbps.

I. Introduction

Performance modeling and simulation analysis
are essential to optimizing system parameters for
new design as well as existing ones. Especially,
as complexity of systems is increased, simulation
modeling may be the only means to evaluate
performance of such systems. ATM networks are
an example of such complex systems“"zlm.

A number of network systems have been
developing for ATM technology based B-ISDN as
a next generation high speed communication. The
technology can provide end users with a variety
of public services which satisfy different service
requirements, traffic characteristics, and geograph-
ical coverage'. Owing to requirements in such
satisfaction, an interface technique between end
users and ATM local exchanges is one of major
issues for the ATM network. The reference model
defined by ITU-T SGI13 consists of three area
networks of B-ISDN UNI, namely, Customer
Premises Network, Access Network, and Transport
Network"].

ATM-based network is mostly constructed in a
star topology. However, a star topology can not
be the best in all cases of networking domain. Es-

pecially, a subscriber access domain interfacing

" customer premises network to ATM transport

network consider-

ations!®™%

requires more deliberated
. Sohn proposed a hybrid structure of
subscriber access network for the introductory
phase broadband communication network!'". Lee
discussed an optimized configuration of different
ATM  access
developed to cover various subscriber access

network systems which were

domains depending on service requirements, traffic
characteristics, and geographical coverage!'”.

This paper describes performance modeling and
ATM-based

systems. We consider a star-ring-star topology for

simulation analysis for network

‘establishing an ATM subscriber access network.

This paper also provides a modeling and simula-
tion analysis methodology for ATM-based network
systems. The methodology is based on Zeigler's
DEVS (Discrete
paradigm to exploit compatibility between the
hierarchical, modular model specification and the

Event System Specification)

hierarchical distributed access network system
architecture. ~ The  DEVS
DEVSim++ envitonment are basis of modeling

formalism and

and simulation.
The DEVS formalism developed by Zeigler
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suppotts specification of discrete event systems in
hierarchical, modular manner™'¥. Discrete event
simulation has been widely used as a performance
evaluation means in many areas of system design
including communication networks™™. In such
performance study, simulation models are much
more reliable and accurate than analytical ones,
which may omit some aspects of the behavior of
systems under design. In particular, when temporal
issues of systems are significant, discrete event
modeling and simulation can be considered the
best solution. DEVSim++ is a realization of the
DEVS formalism in C++, which provides mod-
elers with facilities for modeling systems within
DEVS semantics and simulating DEVS models in
hierarchical fashion!"?('”,

We organize this paper as follows. Section 2
presents a brief review of the DEVS formalism
and DEVSim++ modeling and simulation environ-
ment. Section 3 describes characteristics of the
ATM-based network system architecture under
consideration. Development of a simulation model
for the system is given in Section 4 and simula-
tion results in Section 5. We conclude this paper
in Section 6.

0. DEVS Formalism: A brief review

A set-theoretic formalism, the DEVS formalism,
specifies discrete event models in a hierarchical,
modular form. Within the formalism, one must
specify 1) the basic models from which larger
ones are built, and 2) how these models are
connected together in hierarchical fashion. A basic
model, called an atomic model (or atomic DEVS),
has specification for dynamics of the model. An
atomic model AM is specified by a 7-tuple:

AM=<X,S5 Y, Cum, 0 ext, 4, ta>

: input events set;
. sequential states set;

X

S

Y : output events set;

& i : 58 : internal transition function;
)

e ¢ QXX—8 : external transition function;
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A §—Y : output function,

t, : S—Real : time advance function,
where Q={(s,e) | s€8, 0<Le=ta(s)} : total state
of M.

We call the four functions in the tuple, namely,
internal transition function, external transition
function, time advance function and output
function, the DEVS characteristic functions. Note
that the formalism specifies a discrete event sys-
tem in the system-theoretic viewpoint. That is, the
first three elements in the 7-tuple are system’s
input, system’s state set, and system’s output,
respectively, and the next four elements give
constraints among the three. Thus, when
developing an atomic DEVS model, modelers can
specify the characteristic functions independently.
Such separated specification exploits reusability of
the characteristic functions through inheritance in
our object-oriented simulation environment of
DEVSim++.

The second form of the model, called a cou-
pled model (or coupled DEVS), tells how to cou-
ple (connect) several component models together
to form a new model. This latter model can itself
be employed as a component in a larger coupled
model thus giving rise to construction of complex
models in hierarchical fashion. A coupled model
CM is defined as:

CM = <X, Y, M, EIC, EOC, IC, SELECT=>
X : input events set;

Y : output events set;
M : DEVS components set;

EICCCM.IN xM.IN external input coupling
relation;
EOCCM.OUT xCM.OUT external  output

coupling relation;
ICEM.QUT xM.IN : intemnal coupling relation;
SELECT : 2M-¢ —M : tie-breaking selector,

where the extensions .IN and .OUT represent
the input ports set and output ports set of
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respective DEVS models.

The three coupling relations, namely, EIC,
EOC, and IC, specifies inputfoutput connections
between component models and the coupled
model. The coupling scheme (CS) of a coupled
model is defined as a collection of the three
relations, (EIC, EOC, IC). The coupling scheme
plays the main role in hierarchical construction of
DEVS models.

DEVSim++ is a realization of the DEVS
formalism in C++. The DEVSim++ environment
supports modelers to develop discrete event
models using the hierarchical composition method-
ology in an object-oriented framework. The envi-
ronment is a result of the combination of two
powerful frameworks for systems development: the
DEVS formalism and the object-oriented para-

digm.
H. System Characteristics

A system under consideration is an interface
system between the local exchange and subscrib-
ers, which constitutes subscriber access network in
a star-ring-star topology. The system consists of a
switch node, a collection of rings, each consisting
of a collection of edge nodes. Each edge mode is
connected to a number of subscribers.

STM-1 Frame Based RING I Il

Cell Based Coll Based STM-1 Frame
Connection Switching Based Network

Cell Based Add/Drop

Fig. 1. Transmission Mechanism

The switch node mainly performs a traffic
switching among edge nodes and local exchanges.
Each link of the switch node is based on an
STM-1 frame with 155 Mbps bandwidth. The
edge node mainly concentrates and distributes
traffic between subscribers and the switch node
through the ring. The traffic from subscribers is
based on ATM cells with the speed of DS-1,

DS-3 or STM-1 depending on applications. The
transmission behavior in the system is shown in
Figure 1.

A simple cell-based Add/Drop or Switching
behavior is used for adding from and dropping
into subscribers in the edge node or switching in
the switch node.

IV. Development of Simulation
Models

This section describes modelling system archi-
tecture and shows development of a distributed
access netwotk system simulation model in
DEVSim++,

1. Modsling Qverview

The overall system architecture under consid-
eration is shown in Figure 2. At the top level,
the system consists of two subsystems, a
SWITCH and a number of RINGs. Having the (n
x n) switching function for traffic, the SWITCH
can connect n RING’s and communicate with n
Local Exchange sites. Each RING comprise a set
of identical Edge Nodes (EN’s), each of which
has 4 inputs and 4 outputs for communicating
with subscribers,

lin0
HINGO rd0 SN =
loutd
rd [ruj rd[ru rd |Tu rul
lin1
ENo | [ENt Jooo
v ey Wiy lout1
g lin2
ra—
RING3 rd3 lout2
rd fru rdlru’_' ﬂrul 3 | lin3
—
‘_
ENO |EN1 OO0 O] ENn lout3

Wy W Wiy
Fig. 2. System Architecture

An EN, as shown in Figure 3, consists of a
ring access (RA) which accesses the ring to add
or drop cells, UPWARD for concentrating cells
sent from 4 subscribers into RA and DOWN-
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WARD for distributing cells dropped from RA
into 4 subscribers.

EN

I ey N S

drop ack raq_add

[DowNwaARD ][ upwaRD |

-«

4
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@
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Fig. 3. Coupled Model of EN

RA consists of two atomic models, D_l-to-2
and M_2-to-1, as shown in Figure 4. D_l-to-2
forwards traffic to the ring if there is no cell
dropped into local subscribers. Otherwise, D_1-
to-2 drops the cell to local subscribers. Likewise,
M_2-to-1 forwards traffic, arrived from D_l1-to-2,
into the ring if there is no cell to add on. Being
ready to add on the ring, M_2-to-1 inserts a cell
being ready into the empty slot on the frame. If
there is no empty slot on the frame, M_2-to-1
forwards with no adding,

RA
forward

M_2-to-1 "

l | v

drop ack req_add

Fig. 4. Coupled Model of RA

SWITCH also includes RA which accesses the
ring RA in SWITCH has input and output
channels to receive and transmit the cell stream
from and to SWITCH, On the other hand, RA in
EN has I/O channels to add and drop a cell from
and to subscriber.

2. Modeling Considerations

1) Model Reusability:

From modeling, the following observation can
be made. First, an identical model is reused as a
component of a number of different locations.
This is because the system should provide a

1282

number of subscribers and/for equipment with
reasonable connections., For example, assume that
one system has four RING’s, each of which has
four RN’s. Then, totally 20(=4 x4+4) M_2-to-1
atomic models are used for one distributed access
network system. Second, there are many models
which perform similar functions.

Being implemented in an object-oriented envi-
ronment of C++ the DEVSim++ is efficient to
develop high reusable models. It makes possible
to extend, to add, or to change models so easily.
Therefore, it requircs less efforts to simulate and
analyze a system under consideration.

2) Transformation of Time into Number of

Cells:

The transmission both on the ring and on
network(from Local Exchange) is based on an
STM-1 frame with 155Mbps bandwidth. As
shown in Figure 1, adding from or dropping into
subscribers in EN are based on the cell-based
transmission behavior, The cell-based transmission
behavior is also employed to transmit or receive
into/from SWITCH, and to switch cells inside of
SWITCH.

Concerning transmission speed in the develop-
ment of a system behavioral model, bandwidth
can be considered as a number of cells. The
STM-1 frame is recommended to have 260x9
Bytes without overheads. One ATM cell has 53
Bytes. Therefore 44 ATM cells are included in an
§TM-1 frame. By transformation of transmission
time into numbers of cells, we easily model the
transmission operation.

3) Separation of Models:

ind

200k (i) @
out & X, out
o)

updatah | FN

raqhl
ackN

inN

Fig. 5. Model of an N-input Multiplexer

We use “Flag” to separate a model with others.
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Figure 5 shows an example model of a N-input
multiplexer used for switching. If an input
switching to other channels is enqueued into Qi,
Qi sets the corroresponding “flag” located in
PROC by means of the “update” assertion, and
then wait. PROC asserts “req” to Qi which has
set the “flag” and wait for “ack” from Qi. When
Qi receives “req”, it gives “ack” to PROC,

3. Models Development in DEVSim + +

Regarding models development in DEVSim++,
we describe development of an atomic model,
M_2-to-1, and a coupled model, RA, in
DEVSim++,

3.1 Atomic Models
The atomic model M_2-to-1 can be represented
in DEVS semantics as follows:

X = {?orward, ?ack}

Y = {Iru, lreq_add}

§ = |[phase |phase € {WAIT, ACTIVE, SEND,
ADD}}

6 o 8 o ((WAIT), Horward) = ACTIVE
¢ x(ADD, Tack) = SEND

& i : 0 i (SEND) = WAIT
& w (ACTIVE) = ADD

1y : ta (ADD) = infinity
ts (WAIT) = infinity
ta (ACTIVE) = active_time
ta (SEND) = sending_time

O : O(ACTIVE) = !req_add
O(SEND) = I

Figure 6 shows the state transition diagram of
M_2-to-1. M_2-to-1 has two inputs, forward and
ack, and two outputs, ru and req_add. When an
input arrives at the port “?forward”, M_2-to-1
transits into the phase ACTIVE and stays there
for active_time units. Then it outputs on the port
“Ireq_add” and then transits to the phase ADD.

At the phase ADD, it waits for an input “?ack”
to be armived. On receiving the input “?ack”,
M_2-to-1 transits to the phase SEND and stays
there for sending_time units. After then it returns
to the phase WAIT after generating an output on
the port “!ru”.

‘Porward
?ack

Irag_add

Fig. 6. State Diagtam for M_2-to-1

The followings are codes for implementation of
M_2-to-1 within DEVSim++,

const int M21_ATV_TIME = 0,
const int M21_SND_TIME = (;
enum {WAIT, ACTIVE, ADD, SEND};

It

/] external transition function
void m21_ext_transfn(State_vars& s,
const timeType&, const Messages& x)
{
if (*x.get_port() == “forward”) {
if (s.get_value(“phase”) == WAIT) |{
s.set_value(“phase”, ACTIVE),
s.set_value(“size”, x.get_value());
} else
exit(1);
} else if (*x.get_port() == “ack™) {
if (s.get_value(“phase”) == ADD) {
int global, local;
global = s.get_value(“size™);
local = x.get_value();
s.set_value(“phase”, SEND);
s.set_value(“size”, global + local),
} else
exit(1);
} else
exit(1);
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/I internal transition function

void m21_int_transfn(State_vars& s)

{

if (s.get_value(“phase™) == ACTIVE)
s.set_value(“phase”, ADD);
else if (s.get_value(“phase”) == SEND)
s.set_value(“phase”, WAIT);
else
exit(4);

/| output function
void m21_outputfn(const State_vars& s,
Messages& message)

int total;
if (s.get_valve(“phase”) == ACTIVE) {
total = s.get_value("size”);
message.set(“req_add”,
MAXCELLS - total),
} else if (s.get_value(“phase™ == SEND) {
total = s.get_value(“size™);
message.set(“rout”, total);

/| time advance function
timeType m21_time_advancefn(const State_vars&
5)
{
if(s.get_value(“phase™ == ACTIVE)
return M21_ATV_TIME;
if(s.get_valoe(“phase™) == SEND)
return M21_SND_TIME;
else
return infinity;

// routine for creating the model
void create_m21(Atomic_models& m21)
{

String* name = m2l.get_name();

m21.set_sigma(infinity);

m2] set_state_var(3,"phase”, “name”, “size”);
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m21.set_state_value(“phase”, WAIT);
m21.set_state_value(“name”, name);
m21.set_state_value(“size”, 0);

m21.set_ext_transfn(m21_ext_transfn);
m21.set_int_transfn(m21_int_transfn);
m21.set_outputfn(m21_outputfn);

m?21.set_time_advancefn(m21_time_advancefn);
}

3.2. Coupled Models

The coupled model RA, shown in Figure 4,
consists of three atomic models. The coupled
model RA can be represented in DEVS semantics
as follows:

DN = < X, Y, M, EIC, EOC, IC, SELECT »
X = {"nq, rd}

Y = {!tu, !drop}

M = {D_l-to-2, M_2-to-1}

EIC = {(RA.rd, D_1-to-2.rd), (RA ack,
M_2-to-1.ack)}

EOC = {(D_1-to-2.drop, RA.drop),
(M_2-to-1.req_add, RA.req_add), (M_2-to-1.mu,
RA.m)}

IC = {(D_1-to-2.forward, M_2-to-1.forward)}

The following codes show DEVSim++ imple-
mentations for the coupled model RA.

void create_D12(Atomic_models& D12);
void create_M21(Atomic_models& M21);
void create_GEN(Atomic_models& GEN);

void make_RA(Coupled_models& ra)
{

Atomic_modeis& di2 - *(new
Atomic_models(“D12™));
Atomic_models& m21 = *(new

" Atomic_models(*M217));

create_D12(d12);
create_M21(m21);

ra.add_inports(2, “rd”, “ng");
ra.add_outports(2, “ru”, “drop™);
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ra.add_children(2, &d12, &m?21);
ra.add_coupling(&ra, “rd”, &d12, “rd™);
ra.add_coupling(&ra, “ack”, &m21, “ack™);
ra.add_coupling(&m21, “ru”, &ra, “ra”);
ra.add_coupling(&d12, “forward”, &m2l,
“forward™),
ra.add_coupling(&d12, “drop”, &ra, “drop™);
ra.add_coupling(&m21, *req add”, & nm,
“req_add™);
}

V. Simulation Experiments and
Results

1. Simulation Experiments

Two goals for simulation experiments are as
follows:

+ To foresece the maximum lengths of queues at:
INBUF, CELLPOOL, RA and SWITCH. These
give us important data for cell waiting status
during transmission,

« To estimate average waiting times of cells
with respect to QoS grade levels, which are
waiting in CELLPOOL.

For the experimentations, several cases of sub-
scribers having different average bandwidths are
applied. Since the transmission speed through a
RING or a SWITCH is upto 155Mbps, if 4 ENs
are connected to one RING and 4 subscribers are
included in a EN, about 10 Mbps in average can
be given to one subscriber. Maximum queue
lengths and average waiting time are measured for
various subscribers’ bandwidths ranging from
5Mbps to 100Mbps.

A summary of assumptions for simulation mod-
eling is as follows:

* 90% of the traffic from a RING is routing to
the network through the SWITCH. And the
rest(10%) is forwarding back into the same
RING, which is destined to the subscribers
connecting to the same RING.

+ The traffic given at any port of the SWITCH
are divided and routed to the rest ports of the
SWITCH with equal probability.

+ Any EN has statistically the same portion of

traffic sent from or added into a RING. If a
RING includes 4 ENs, 25% of the traffic sent
from a RING are dropped to be routed into
destined subscriber. The rest are forwarded
into the next stage of an EN. During
forwarding, a new traffic from subscribers is
added on, which has the same probability as
dropping.

For simulating cell loss rate of 10-12, more
than 1012 cells should be generated. This is a
typical method for simulation analysis of
ATM-based network. Such two techniques as
importance  sampling™® and the generalized
extreme value theory!'” have been proposed to
deal with such a problem.

We can approach differently to concern system
behavior at the discrete-event level. One way is
that the value for numbers of cells, instead of
cell by cell, are gencrated and distributed with
given probability density functions. It is an easier
way to handle event messages as well as to
implement a simulator, Instead of counting how
many events(“cells”) waiting in queues, we just
consider the integer value calculated in queues.
We employed a token passing based simulation
scheme. In the scheme, only one token traverses .
each RING. Each token consists of a number of
slots. Indeed, a slot means a message. When a
model receives a token, it can removefinsert
messages fromfinto the token. But, the total
number of slots in a token cannot exceed a
bound. We have already known that 44 slots exist
in a frame (125#s) of an 155Mbps RING. It is
natural that a token is responded by n*44 slots.
For simplicity, we set n to 7. Consequently, a
token is composed of 44*7 slots.

The relationship between physical and virtual
times can be acquired easily, Let the RING
turnaround time in virtwal time be T, Thus, one
unit in virtual time corresponds to 125*7/T; u s.
Now, we should discuss about how we can
design subscriber models with given average and
maximum bandwidths. Consider that in a RING
only one subscriber is actve and others are
inactive. Since 155Mbps corresponds to 44%7 cells

1285

www.dbpia.co.kr



FEEA &) =53] '9%9-7 Vol.24 No.7B

during Tr, bandwidth of corresponds to 44*7/155%
w cells. For reducing simulation time complexity,
we assume that a subscriber generates cells in a
burst manner, Therefore, if a subscriber generates
celis at an instance, bandwidth of corresponds to
44*7/155%w fa times of burst output generation
frequency during T. Then, the intergeneration
time t, is defined as:

¢ N — 155 * Nxa (1)

«= T 7x o T w

1585  a

We set that Te=1 and « =44*7. Consequently,
- 8%
t,== @

Assume that the request rate of a subscriber
has a uniform distribution and the maximum and
average bandwidths of the subscriber is max and
avg, respectively. Then the subscriber can be
modeled statisticaily as:

O i) @)

W max

where Ula,b] denotes a uniform random number
generator in [ab).

2. Simulation Results

Table 1 shows maximum queue lengths for the
given subscriber’s average bandwidths. Each
number means how many cells are waiting in the
queve. In other words, it gives the queue length
which should be implemented to avoid cell loss.

Table 1. Maximum Queue Length
avg(Mbps) | inbuf | cellpool | switch | switch

5 308 655 30 280
10 308 3552 17 343
30 770 | 36334 282 347

Ah
50 7392 | 45584 263 345

100 27643 | 45815 319 340
max (Mbps) = 155.

The simulation results for average waiting times
with respect to QoS grade levels are shown in
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Table 2. Note that the traffic with lower QoS
grades can rarely be served.

Table 2. Average Waiting Time

avg(Mbps)| QoS0 | QoS1 | QoS2 QoS3
5 1.96 1.72 1.66 1.61
10 20.79 7.05 4.56 297
30 64.60 7.47
50 33.64
100 68.17

max (Mbps) = 155.
VI. Conclusion

Performance modeling and analysis for an
ATM-based network system has been discussed.
We consider a star-ting-star topology for estab-
lishing an ATM subscriber access network. The
objectives of modeling are not only to analyze
dynamic traffics in a transient state but also to
make decisions of architectural parameters such as
queue lengths, By consideration of the systemn
architectural characteristics, we employ Zeigler's
DEVS formalism and develop models within
DEVSim++ environment. As results of simylation
experiments in DEVSim++, we analyze the length
of queues located in connection points, Also we
analyze cell waiting times with respect to QoS
grade levels, which are for the cells waiting for
to be added on the network.

Such results help us to decide the maximum
lengths of queues to avoid cell loss. We can
observe that a queue in the SWITCH is rarely
dependent of the subscriber’s bandwidth. But
queues at the other locations in the RING is
much dependent of each subscriber’s bandwidth.
We also observe that the traffic with lower QoS
grade can rarcly be served if a subscriber’s
bandwidth is more than 30 Mbps.

A modeling and simulation analysis method-
ology for the ATM-based network system within
Zeigler's DEVS paradigm has also been provided.
The methodology can exploit compatibility
between the  Thierarchical, modular  model
specification and the hierarchical distributed access
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network systern architecture.

For future work, we should collect more data
for various situations. From this we can optimize
the design parameters for the system under
development.
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