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Performance Analysis of LAN Interworking Unit for Capacity
Dimensioning of Internet Access Links

Chul-geun Park*, Dong-hwan Han** Regular Members

ABSTRACT

We build and analyze some types of queueing model to discuss cepacity dimensioning of access links of a
LAN interworking unit connected to the Internet backbone network. We assume that the TWU has a FIFO buffer
to transmit IP packets to the Internot through the backbone. In order to anmalyze the system, we use a Poisson
process and an MMPP process as input traffic models of IP packets and we use a general service time
distribution as a service time model. But we use both an exponentlal service time and a deterministic service
time in numerical examples for simple and efficlent performance comparisons, As performance measures, we
obtaln the packet loss probability and the mean packet delay. We present some numerical results to show the
effect of artival rate, buffer size and link cepacity on packet loss and mean delay.

I.MR

A rapid growth of the Internet leads to an
increasing number of Internet service providers as
well as has a great impact on the Internet
infrastructure: CATV  Internet and ATM
(Asynchronous Transfer Mode) backbone to access
the Internet. For an efficient design of such an
infrastructure including capacity dimensioning of
the access link, it becomes essentlal to study the
characteristics of Internet traffic and the
performance of the IWU (Interworking Unit) such
as routers and servers in a LAN(Local Area
Network).

Queueing Analysis is a popular tool for the
performance evaluation of telecommunication
networks and systems. To yleld useful dat,
however, this requires accurate models of the
networks and systems under study. Accordingly,
the characteristics of Internct traffic have to be
investigated more carefully. Fortunately, many
studies have already been done on analyzing
Internet traffic. B.A. Mah! has shown that the

global Intermet traffic is dominated by
WWW(World Wide Web) and the document sizes
of WWW traffic have heavy tailed distributions.
M. Nabe et al” have also shown that WWW
traffic is gencrating a major part of Internet
traffic. They have studied the characteristic of
WWW traffic using the access log data and have
found that the document size follows a lognormal
distribution. They have also found that the request
interarrival time follows an exponential distribution
during the busiest hour. Based on these results,
they have built an M/G/1/PS(Processor Sharing)
queueing model to discuss a design methodology
of the Internet access network with a time sharing
Proxy servef.

Currently, Internet traffic is engineered and
managed  using  traditional circuit  switched
methods, but the properties displayed by Internet
traffic are not adequately captured by conventional
Erlanglan  stochastic  model™”  Given the
fundamental differences in application traffic
patterns and usages between Internet and other
services such as voice service and cellular mobile
radlo service, the lack of more suitable methods
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is resulting in capacity and performance problems.
Several papers’™ have indicated that the
document sizes of WWW traffic have heavy
tailed distribution, but all documents of Internet
traffic have to be packetized in IP(Internet
Protocol) layer. This generation process of IP
packets may have different traffic characteristics
compared with generation process of the
documents.

A recent studyw

on Internet traffic properties
has revealed that the arrival process of IP packets
is bursty in nature. Z. Niu at al”™ have used an
MAP( Markovian Arrival Process), a versatile
point process by which typical bursty arrival
process like the MMPP(Markov Modulated
Poisson Process) is treated as special case to
mode] the nature of IP packet arrivals in a LAN.

In this paper, we have a concern on queueing
model and performance analysis of the LAN IWU
such as a router for capacity dimensioning of
Internet access links connected to the Internet
nccess backbone. We assume that the IWU has a
FIFO(first in first out) buffer to transmit IP
packets to the Intermet through the backbone
network. We also use an MMPP process to
model packet arrivals of the LAN TWU,

The overall organization of this paper is as
follows. In the section 1I, we describe the system
model of the TWU with FIFO buffer and study
the performance analysis of this system by using
an MMPP/G/1/K queue. In the section III, we
take some numerical examples for the perfor-
mance measures of our queueing model and show
some examples for capacity dimensioning of
access links of the IWU connected to the
Internet. We finally have conclusions in the
scction IV,

I. System model and queuesing
analysis

1. System modsl

The access link model and the queueing model
of the LAN TWU under consideration are depicted
in Fig. 1 and Fig. 2, respectively., The IWU is

connected to the Internet backbone network such
as ATM nectwork through the access link. The
transmitting buffer size of the IWU is K —1.

Backbone To
Network Internet

Access
Link

Fig. 1 IWU and access link model

Packet Arnval
_—
MMPP (Q, A)

Internet
Backbone

FIFO Buffer(k-1)

Fig. 2 Queueing model of TUW

We usc a generally distributed service time
with distribution H(x) and mean 4, thus model-
ing the changing size of IP packets. The mean of
the service rate is 4~!. The arrival process of TP
packets is an MMPP, Packets arriving when the
data buffer is full are blocked and lost and the
packets queued in the buffer are served on a
FIFO basis. Then we derive an MMPP/G/1/K
queucing model for the performance estimation of
the LAN TWU such as a router.

2. Queueing analysis

It is well known™" that a Poisson process is
not appropriate to model burstiness of TP packets
arrivals, A doubly stochastic Poisson process is a
generalization of the Poisson process in which the
rate A(H) is a non- negative valued stochastic
process. The MMPP is an elementary and useful
doubly stochastic Poisson process in which the
arrival rate is given by A[X#)], where X9, t=0,
is an m-state irreducible MC (Markov Chain). The
arrival rate can take only m values A, -, 4, We
use an m-state MMPP to model the input traffic
into the TWU data buffer. The m-state MMPP is
characterized by the infinitesimal generator Q of
the underlying MC and by an arrival rate matrix
A= digg(d,, -, An). Let N() be the number of
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arrivals during the time intetval [0,t) and let J(»)
be the state of the underlying MC at time t. We
denote the transition probabilities of the process

{8, KD, t=0) by

Pyn, )m=mP{NH=n,J)=;
IN(0) = 0, X0) = ). (‘)
The mxm mattix P(n, P of the transition
probabilittes has the probability generating

function as follows,™

Pz, =@t~ 10z, )

Let X(# be the number of packets in the data
buffer at time ¢ The MMPP/G/1/K queue as a
queusing model of the LAN IWU can be
described by means of a two dimensional state
variable { X (9 = (X(#),K#), t=0}, where (¢ repre-
sents the state of the underlying Markov process
that modulates the Poisson amivals, Our aim is to
determine the lmiting distri- bution of the state
X (H whose state space comsists of (0,1, K} x
{1,-~.m}. T do this, we will use the classical
embedded MC approach, considering the service
completion epochs. Let ¢, be the n-th embedded
time point. Let X,= X(¢,+) and J,= K¢, +) be
the state of the queueing system and the state of
the underlying MC just after ¢, respectively.
Then {(X,.J,), n=0} forms a finits MC with
state  space {0,1,-, K—1} x{1,2,-,m}).  The
one-step transition matrix F is given by

UAy UA, UAz =+ UAg-2 UAg,
Ay A, Ay v Agy A
P= 0 40 41 * A{(—s Z_sz ' €)]

6 0 0 AO jl
where A,= fowP(k. NdH(), k=0,1,-, and A,

-?::.Af, 1<k<K—1 and the matrix U/ which

accounts for the evolution of K during server’s
idle periods and whose (4,/) entry denotes the
conditional probability of reaching phase ; at the
end of an idle period, starting from phase i, is
given by

694

U=(A-Q7'A, “

Let ), define the limiting probability
distributions of X,=(X,./,) as follows

Ty, j= l-'_u&P( X,=(k, D}, (5)

and let R'-(Jl'o,ﬂ.'l,"'.ll'x—l). with ”ﬁ-(”k_l
o am), 05h<K—1, Then the steady-state
probability vector 7 is obtained by the equations

aP=g, withne=1, (6)

where o is a column vector with all ones.

By sultably rearranging the equations of the
linear system (6), it follows that

roUAG+ mp A= 7,
mlUA 1+ m A+ mpAy=nm,,

nUA+ ﬁm}lgﬂ_,:m. =23, . K-2, 0
o .2—1UA"+ ﬁ:”" nj—kA"-’rK_l'
From the first equation in (7), we have
Ay =7y (I— UAg)mmyCy.,
From the second equation in (7), we have
A= m (CLAy ~ U — Ay A ) mm .

Similarly, we can take this procedure success-
ively to obtain the following relation

Cy= Ci1As ' — UAp_1— gcﬁ()_lAk-i . ®)
=12, K—1,

Then we have rd;=x,C, 0<k<K—1, with
Cy=Ay.Consequently, once the vector m, Is
known, it is possible to determine also the vectors
7y 15k<K-1, by using the above rtecursive
relation (8). To calculate »x, summing both sides
over equations in (7), we have the following

S I A= no(I- DA,

where A= g}l*: fowe“dﬂ(t). Let 6 be the
invariant vector of the underlying MC Q. Adding
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6= i}:m el to the both sides and multiplying a

matrix (I— A+ e§)”', we have
—~1
& mm - (I~ DA~ A+ )™,

From the relation x,A;=nrC, k=0,1,2, -,
K—1 with C;=A; we have

m,[ E];C,A;1+(I— WAU- A+ 39)_1]= 6. (9

Besides the above algorithm, various efficient
algorithms that explore the special structure of the
system of ecquation (6) have been developed to
obtain the distribution 7.

Now we will find the limiting distribution of
X(H=(X(H,KpH) at an arbitrary time. Let x,,
be the limiting probability as

%oy = IMPX()=(n, NI XO)=(0,9},  (10)

and let  x=(x,x,,--,xx) Wwith x,=(z,,,

», %, ). By supplementary variable method, we
can find the steady-state probability vector x. Let
the random variable 5 be the steady-state of
server, namely »=1 if the server is busy and
p=0 if it is idle. Then the probability that the
system is busy is given by

m=P{n=1}=h/lh+ 1({A— Q) "' e],

where h is the mean service time. Thus the
relation between the state probability distri- bution
at an embedded time point and an arbitrary time
point is given by""

X0 = pa(A—Q R

Xn =771[7l'..+ E;MU"_I_"(U—D]X (11

(A-Q7'h ! m=12, K-1,

xg = 0— PAESS

The packet loss probability P, for an arbitrary
packet is given by

Pp=(x x4 &)/( ﬁbxm e). (12)

We can use Little’s law with the effective
arrival rate A*=fAe of the MMPP (Q,A) in
order to find the mean packet delay W,

I(1—Py)W= glkr,e. a3

When arrivals follow & Poisson process, we
have quite simple expressions for the steady-state
probability vectors and the performance measures.
In this case, the corresponding equation to (8) is

as follows!"”

Cr=Cho1*ag = ap— Z:Cﬂo_ldn—l.k-l.z.'".ff—l

w k
where a,,=f0 e‘“—%?—dH(t). k=0,1,,and

80 myay=mep £=0,1,++, K—1 with ¢y=g;. Then

m, can be obtained by the following normaliza-

2;7“=7r0[ gc.]=1.

Since we can look a Poisson process on an
MMPP with A=j, Q=0 and I=1, by replacing
(@A) with (0,4 in (11), (12) and (13), we
have the steady-state probability x,

tion condition

el v K=
Xy 7f0+/{h « n 0,1,2, .K 1, (14)
=1
Xy =1- ;201,,.

Hence the packet loss probability Py and the
mean packet delay W in the M/G/1/K queueing
system are given by

Py =xy, s

ML= PR W= 3 k. (16)

H. Numerical example

In this section we present some numerical
results to show the effect of the arrival rate, the
buffer size and the mean service time(in fact, the
link capacity) on the packet loss and the mean
packet delay. We give some examples to have a
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clue for capacity dimensioning of access link of
backbone network to the Internet. To determine
the applicability of owr queueing model and the
analytical results to practical IWU, we use both
exponential and deterministic distribution with a
mean of 250 bytes™ to model the size of IP
packets. Thus if the capacity of the access link is
2Mbps, the mean service time becomes k= 1[ms]
and so the service rats becomes 1. We use a
simple two-state MMPP (Q,A) snd a Poisson
process with effective arrival rate A*=gde of
the MMPP as two kind of input processes, in
order to compare an MMPP/G/I/K queueing
model with an M/G/I/K queueing model. The
two-state MMPP has the following representation

(5 ) =% a)

The corresponding effective arrival rats of the
above MMPP is A" = (/117’2+A21’1) /(7’1+ fg).

Ee

»i M/D/L/K

Togg | b MMPP /1//;%:

-| 4: MMPPAGN/R —

1"10 ' ) 1 2 i I} Il L 1

M 45 00 73 00 108 120 135 180 168 180
Sixe of bl

Fig. 3 Loas prob. vs. buffer size
(r1=0.01, 1=0.05, A =0.3, A ;~0.4, h=3.0)

d =

2
g 3

I

Fig, 4 Mean delay vs. buffer size
(1=0.01, £;=0.05, 4 ;=0.3, A ;=0.4, b=3.0)

'In Figs. 3 and 4, we show the packet loss
probability and the mean packet delay for the
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IWU queucing model with a Poisson input and a
deterministic service time(a), the model with an
MMPP input and a deterministic service time(b),
the model with a Poisson input and an
exponential service time(c) and the model with an
MMPP input and an exponential service time(d),
as the slze K-1 of buffer varies, when the other
systemn parameters Ay, Ag, vy, 7, and h are fixed.
From these figures, we sce that increasing the
size of buffer makes the packet loss probability
improved and the mean packet delay deteriorated.
We can also see that an MMPP input and an
cxponential service time have a ncgaﬁvo effect on
the IWU performance in comparison - with a
Polsson input and a deterministic service time.

In Fig. 3, we can recognize that to achieve the
packet loss probability 1075, the models (a)~(d)
require the buffer sizes 83, 98, 170 and 180
respoctively. Thus an MMPP model with an
cxponential service time requires the largest
buffer. In Figs. 3 and 4, we sce that the packet
loss probability is more sensitive to the change of
the buffer size than the mean service time, when
the buffer size is sufficlently large. This fact
holds obviously, when the offered load is low.

0.l ' L = T
0.001 | E
Py le-08 E
1s07 M, —_—
b ..;,‘,;/,Bﬁf,ﬁ —
led0 - d; &P%:llﬁ —_

Fig. 6 Loss prob. va. effective armrlval rate
(11=0.01, 1;=0.05, A ;=0.3, K«51, h=3.0)

In Figs. 5 and 6, we show the packet loss
probability and the mean packet delay for 4 cases
of two Poisson input models(a,c) and two MMPP
input models(b,d), as the effective arrival rate
varles (in precise, A, varles, because #,,r, and A,
are fixed). In these figures, changes of A, entail
changes of the burstiness, which is defined as the
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ratio of peak arrival rate to mean arrival rate,

120 T T T T

T PF /AR

25 0.37 0.20 031
Dfective arrival rate

0.3 0.M5

pe B 8 2 8

Fig. 6 Mean delay vs. effective arrival rate
(r;=0.01, 1,~0.05, 4 =03, K=51, h=3.0)

When the effective arrival rates are 0.25 and
0.3, the comresponding burstiness values are 1.2
and 1.0 respectively. Therefore, we can conceive
that the larger the burstiness becomes, the bigger
the discrepancy of the loss performance becomes.
From Fig. 5, we can check that the burstiness has
a negative effect on the loss performance of our
system and that the mean packet delay is very
sensitive to the change of the effective arrival
rate, when the traffic load is very heavy.

01 Y T T T T T
€4.001 ' —
b

1e-08 =7 ¢ : M/D/1/K — ]

Fs bs M.uPP//g;l% —
1007 | c: M/M/1/K — |

d: MMPP/M/1/K —
le-09 . -

Fig. 7 Loss probability va. buratiness
(t2=0.05, 4 =025, K=66, h=3.0)

o: M/D/1/K —
e
d: ucu'Pp/u/ux —_

Fig. 8 Mean delay va, burstiness
(r;=0.05, A =0.25, K=66, h=3.0)

Figs. 7 and 8, we show the packet loss
probability and the mean packet delay for 4 cases
(a,b,c,d), as the burstiness varies, when the effect
arrival rate A"=(.29is fixed (a,c) and the
parameters », and A, are fixed From these
figures, we see that the burstiness factor of IP
packet arrivals have to be considered seriously in
capacity dimensioning of Internet access links. We
can also see that the effect of the service time
distribution on the packet loss probability is
insignificant when the burstiness value is large.

In Figs. 9 and 10, we show the packet loss
probability and the mean packet delay for 4 cases
(a, b, ¢, d), as the mean service time varies(in
fact, we can consider that the mean service rate
varles, because these two  parameters are
reciprocal to each other).

0.1 T T T T
0.001 i
Pa 1e-08 |- B
le07 s: M/D/1I/K —
P DyIK —
o: M/M/1/K —
1a09 | d: MMPP/M/1/K — -
L 1 1 1
24 16 2.8 3 32 34
Maan service thme

Fig. 9 Loss prob. vs, mean service time
(r;=0.01, r;=0.05, A,=0.3, A;=0.42, K=51)

160 T T T T
140 | & M/D/1/K — ]
| R — :
w00 41 MMPP/M/L/K — 4
W ®0r -
00t N
s N
m - -

0 1 1 L 'l
2.4 26 28 3 83 34

Mean service itme

Fig. 10 Mean delay vs, mean service time
{r;=0.01, =005, 4;=0.3, A;=0.42, K=51)

Moreover the mean service time has a direct
relation on the link capacity, especially when the
mean packet length is fixed. In Fig. 7, to achieve
the packet loss probability 1075, the models (a),
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(), (¢) and (d) require the service rates 1/2.48=
0403, 1/2.57=0.39, 1/2.77=0.36 and 1/2.83=0.35
respectively. This fact implies that the MMPP
input model with an exponential service time
requires the largest link capacity among the four
models.

In Figs. 11 and 12, we show the packet loss
probability and the mean packet delay for 4 cases
(a, b, ¢, d), as the buffer size varies, when the
offered waffic is heavy(the taffic intensity
p=1.0). From these figures, we see that the
mean packet delay is more sensitive to the
change of buffer size than the packet loss
probability, when the offered taffic is heavy. In
these figures, a pair of (a) and (b), and the other
pair of (c) and (d) have the same. per- formance
respectively, because the burstiness is near one.

0.1 Y T T T T T

Py 00 | -
: M/D/1/K —
bt II.MPP/D;I[I: —
0.0001 |- . o1 M/M/1/K —
d: MMPP/M/1/K —
1._“ 1 L 1 . A | 1
] & 10 140 10 200 M

Sins of buffer

Fig. 11 Loas probability va. buffer size
(r1=0.01, 1=0.05, 4,=1.0, 4;=0.99, h=1.0)

110 T T T T T
95 -
3
o0} 4
w el -
M/D/1/K e
50 |- b;ﬁggﬁﬁffﬁ——-
| d:)&'rp/uﬁﬁ—-
m 1 L L L L 1

) [ )] 110 140 170 - 200 2
Sine of

Flg. 12 Mean delay vs. buffer size
r=0.01, 1;=0.05, 4=10, A;=0.99, h=1.0)

IV. Concluslon

In this paper, we have built some types of
queueing model for a LAN interworking unit and
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analyze this queueing models to discuss capacity
dimensioning of access links. We use four types
of quencing model such as MMPP/G/I/K, M/M/
1/K, MMPP/D/1/K and M/D/1/K to compare the
performances of a LAN JWU in different condi-
tions. We have given some numerical results to
show the effect of arrival rate, buffer size and
mean service rate on the packet loss probability
and the mean packet delay. We have seen that
increasing size of buffer makes the packet loss
probability improved but it makes the mean
packet delay dsteriorated.

We have recognized that the MMPP input and
the exponential service time have a negative
effect on the IWU performance in comparison
with the Polsson input and the deterministic
service time. We have also conceived that the
larger the burstiness, the bigger the discrepancy of
packet loss performances grows. Besides these
facts, we have scen that the mean packet delay is
more sensitive to the change of buffer size than
the packet loss probability, when the offered load
is very heavy and the packet loss probability is
more sensitive to the change of buffer size,
otherwise. From these facts, we conclude that the
busrtiness factor of IP packet arrivals have to be
considered seriously and both the loss probability
and the mean delay have to be handled
simultaneously in capacity dimensioning of
Internet access links.
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