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ABSTRACT

This paper proposes a simultaneous hardware resource allocation and binding algorithm for VLSI design. ‘

The proposed algorithm works on scheduled input graph and simultaneously allocates binds functional units,
interconnections and registers by considering interdependency between operations and storage elements in each
control step, in order to share registers and interconnections connected to functional units, as much as possible,
Also, the register allocation is especially executes the allocation optimal us-ing graph coloring techniques.
Therefore the overall resource is reduced.

This paper shows the effectiveness of the proposed algorithm by comparing experiments to determine number
of functional unjt in advance or to separate executing allocation and binding of existing system

and cost because necessary issue over the
(-1

I.MB industrial of the miniaturization and quality.
It is target purpose of CAD technology that a
The required ASIC (Application Specific process from behavioral description of designed
Integrated Circuit) that a special purpose and IC chip to design automation for chip
small production is essential CAD technology for manufacturing. The modern logic design (from RT
reducing IC design to produce turn-around time level circuit description to gate level circuit

* JEdiTty AAFE ae-F=e]iA] 97-9(m7515103 @kebi.com),
Al e aaks) (ich410@ venus.semyung ac.kr),
wek Aoty AAgeke) (khs8391 @chongju.ac.kr)
EEWE 1 00159-0509, AUl 20000 59 99
¥ B g7 3rlet - ASRAEAA AFdte AP dT74E] Ao} 23 Ak

1604

www.dbpia.co.kr



EE/VLSI AAE g FA5Y dtede] A g o wield duds

design)® or the layout design (form the
technology library mapped each circuit element to
placement and routing) is commonly used.® But
the study on the high level synthesis that
documentation feature of design flow, according
to integration and complexity of VLSI be shorten
design time, to reduce debugging time and error
of various design automation for evaluation chip
performance design of the beginning stages, is
lacking.”"®

The definition of high-level synthesis was
consisted of scheduling, allocation, binding from
the behavioral description of designed to create
structure of RT register transfer level for limiting
constraints and satisfied target function. The
scheduling consist of assigning behavioral
description each operation to control step.” But it
had developed algorithms solution of the limited
application field for very scheduling process is
considerable items conditional branch, pipeline,
loop and so on. The typical methods is the
easiest ASAP(As Soon As Possible) to each
operation is scheduled to occur at the earliest
possible time. ALAP scheduling is defined as
scheduling each operation as late as possible, The
algorithm is very similar to the ASAP scheduling
algorithm except that we work from the bottom
of the data flow graph toward the top and we
start with the last control step and work toward
the first control step. and Force-Direct Scheduling
is common used scheduling technology under time
constraint,  Finally list scheduling method
sequentially  determined  execution time of
operation as priority function. The design flow for
VLSI shown in Figure 1.

The allocation is assigned so that minimize area
of implement hardware, to operation as functional
unit, to variable as register, between operation and
register as interconnection assigned to bus and
multiplexer."” The typical methods is greedy
allocation™,  left edge algorithm, clique
partitioning and so on. The greedy allocation
which is assigned hardware resource for executive
variable and operation each at the ti-me interval.
The clique partitioning which is applied allocation

Design Specification I

High-level Synthesis

Logic Synthesis

Layout

VLEI Chip

il

Fig. 1 Design flow for VLSI

of operation and memory as the approach method
for using the graph theory.

As the existed method of a hardware allocation,
HAL" system is together executes allocation of
functional unit and scheduling to suppose one
each type of functional unit, assigned allocation
and binding to register and interconnection to use
clique partitioning method. Splicer system™ is
together executed scheduling number of function
unit which fixed the states in advance, the
number of register minimized interconnection
using the method of branch and bound. But this
systems cannot to obtain optimal design. Also,
REAL™ system allocates minimum register using
the left-edge algorithm in this case not
considering mutual exclusion. But does not
consider influence interconnection, not deal with
the allocation of function unit and interconnection,
The existed methods that the first, the number
and type of the register and functional unit is
fixed in advance, the second, it execute to
separate the allocation and binding. Therefore, the
existing approach methods do not optimal
methods.

Consequently this paper proposes a simultaneous
hardware resource allocation and binding for VLSI
de-sign. The proposed algorithm works on the
scheduled input graph and simultaneously allocates
and binds registers, functional units and
interconnections in  stages by  considering
interdependency between opemations and storage
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element in each control step, in order to share
registers and interconnections that are connected
to functional units, as much as possible. Therefore
it resolved the existing problem at the same time
and optimized total area cost. Also the register
allocation assigns for wusing graph coloring
technique.

The structure of this paper is introduction of
the first section, section 2 describes overall
contgnts of the propose a simultancous hardware
resoutce allocation and binding algorithm, section
3 is adequate of this algorithm by comparing the
result of our experiments with those of existing
system, section 4 is composed of the conclusion
of this paper.

I. The proposed a simultaneous
hardware resource allocation and
binding algorithm

As this paper, the proposed a simultaneous
hard-ware resource allocation and  binding
algorithin is shown in Figure 2. The input works
on the scheduled input graph and functional units
calculated in order to allocate and bind for
mobility of all operation at preprocessing. The
mobilities of operation are computed by
investigating data dependency. From the first
control step allocate register, functional unit,
interconnection in  stages, after calculating

Input_mobility( );
while(control step) {
Repgister_allocate( );
/* allocates and binds register */
Function_allocate( );
/* allocates and binds
function unit */
Mobility_modify( );
/* modification of mobility */
Inter_allocate_merge( );
/* allocates and merges
interconnection */

]

Fig. 2 The simultaneous hardware resource allocation
and binding algotithm
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mobilities of operation. At this point, providing
that allocation -and binding of functional units
finished, the mobilities of existing operation
modify - at the next control steps. The
interconnection merging executes, after allocation
and binding, as control step on the whole

The overall flow of the resource allocation and
binding is shown in Figure 3. The registers
allocation and binding, functional units allocation
and binding, mobility modification, interconnection
binding can sequentially put into the form of a
diagram.

The mobility of operation calculating

L Register allocation —I

It

—

Functional unit allocation

e

Mobility modification

‘

Interconnection binding

Allocation

Fig. 3 The overll flow of the simultaneous
hardware resource allocation and binding

1. The allocation and binding of

registars

The register allocation and binding is executed
in stages each control step, alike the next
description.

The first register classify to allocate type.
Namely, variable or constant, before the control
step executed output of functional umit, classify.
The second, it allocate that a register, according
to classify type. In this case variable, if the first
control step, new register assign and if the next
control step, register allocate that reused before
the control step.

Namely. The overlapped register allocation but
existing another control step executes optimal
register allocation using graph coloring techniques.
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After the life-time composed according to arrange
input created interference graph. When it suppose
usable register number is K, if the node dont
exist with degree(n) < k (m: node, k: usable
register number) insert node of stack in position
in stead of the spill. The coloring execute optimal
coloring that node dont coloring after it suppose
that color is able to use at the stack when the
node pop at stack, if color not useable. The
coloring algorithm shown in Figure 5. In this
case constant, it excluded register allocation. In
this case of the output of functional units that
was performed at the previous control step,
investigate whether it is the input of the other
operation, allocation at register after considering
the types of the functional units and the type of
operation receiving input. If it is not the input of
other operation, allocation at register after
considering the type of the function operator. The
allocation and binding algorithm of register shown
in Figure 4.

- If the loop exists, allocate such as Figure 6,
the register that is used at the beginning and
ending of a loop. That is, each variable V1, V2,
V3 is allocated as register R1, R2, R3 the first
control step, At the same time they are allocated
as register R1, 12, R3 which or the same register
at the last control step.

Table 1 shows allocation of the registers which
is come under control stepl and control step2.

Register_allocate( ) |
Input_type_search( );

/* class type of input value */
if(control step =1) then {
Reg_chart_search( );
Variable_allocate( );

[* allocates the register as variable */
In_fun_allocate( );

[* register allocated as the
omput of functional unit */
Register_chart( );

!

t

Fig. 4 The allocation and binding algorithm of register

if(node) |
color_stack_pop( ); /* Pop stack */
if(degree(n) > k) {

Non_coloring( );

/* Not coloring */

Spill_code( );

f* Insert spill code */

else

Coloring( ); /* Coloring */

1

1

Fig. 5 The coloring algorithm

Table 1. Register_chart

1 RI R | R3 é
2 RI | R2 | R3 | R4 | RS

c c
2 SR
control

Fig. 6 Register allocation in existence loop

2. The allocation and binding of
functional units

After performing of allocation and binding of
register, performance the allocation of the
functional unit about each operation which are
being, now, at the control step. That is, to choose
the functional wunit, in the cell library the
functional unit, which ate satisfied with the
computed performance time of each computed of
operation and has the smallest area, investigate
the five variable of self distributed number,
relative distributed number, self fixed number,
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relative fixed number, and self mobility that will
allocate or bind the functional unit. First, self
distributed number is at the control step such as
operation which is going to allocate the functional
units and represents the number of operation
which has the same type. Relative distributed
number represents operation which is going to
allocate the functional units and maximum number
of operation which is at the other control step,
has the same type. Also , Self fixed number is
the maximum of operation of which mobility is
zero when it is investigated the mobility of
operation which exist at the same control step
and has the same type, Relative fixed number is
the number of maximum of which mobility is
zero per a control step when it is investigated the
mobility of operation which has the same type
and is at the other control step with the operation
that is going to allocate functional units. Self
mobility is t-he mobility of operation that is
going to allocate funetional umits.

An example of self distributed number used
when it is allocated and binding shown in Figure
7. The self distributed number of multiplication
operation which is at the first control step is one.

O G
®

Fig. 7 A example of self distributed number

© O
© OO
© ©

Fig. 8 A example of relative distributed number

An example of relative distributed number
shown in Figure 8. The relative distributed
number, if multiplication operation which is at the
first control step is determined as follows. The
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number of multiplication operation which is at the
second control step is two, the number of
multiplication operation which is the third control
step is one, that has the maximum value, so the
relatives distributed number of multiplication is
two. .

An example of self fixed number shown in
Figure 9. It is possible to execute at the second
control step. The multiplication operation which is
at the first control step can be also performed at
the control step, so the mobility is ome. Therefore
the self fixed number is zero.

7 Q

Fig. 9 A example of self fixed number

We showed you the examples of functional five
variable from the Figure 7 to the Figure 9.
Secondly, as the example which allocate the
practical functional units, we are going to look
into the process which allocate functional units to
the comparator of the figure 6. Initial input of
comparator was scheduled at the second control
step. But on investigation the variables of
comparator, It is possible to allocate the
functional units which occupies the two control
steps ( the second control step and the third
control step) at the comparator.

That is, it is the multi-cycling. The multi-
cycling is that one puts on many control step.
Therefore, choose the functional units of which,
delay time is the same as correction time on the
cell-library, has a small as much as possible The
delay time is time except for - the connection
structure time and the register delay time on the
two control step. The allocation algorithm of
functional units shown in Figure 10.
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The overall functional units and registers table
(Function_register_chart) shown in Table 2. In the
case of the first control step, allocate the
functional units after considering self distributed
number, self fixed number, relative distributed
number, relative fixed number and next from the
control step, investigate the functional unit for
operation of existence first of all. If, there is a
suitable functional units at the operation allocated
the function unit, allocated them at once, or not,
allocate functional units after first investigate the
five variable above.

Function_allocate( ) §

if (control step ==1)

then investigate fore variable( );
if(same operation && same mobility) {
Existed_function_allocate( );
Function_unit_allocate( );
Function_register_chart( );

}

}

Fig. 10 The allocation and binding algorithm of function
unit

Table 2. Function_register_chart

K2 - FB® | FBQ

a/B o aboa
|

PIER IR
$ 8 cl:R 9 Ric [ -
D R

3. A step modification the mobility

When you allocate the functional unit for
operation, in the case of using the multi-cycling
which uses many control step, the mobility
atbitrate for all operation of dependence the
operation. plural control step is the same with the
delay correction time on the library.

For example, Figure 11(a) is *1 allocates and
binds functional units for using multiple control
step, self distributed number 1 and self mobility
2, self fixed number, relative distributed number,

relative fix number, all 0. There by the +2 of
input received output of *1 is mobility conversed
from 1 to 0. The result of allocation and binding
shown in Figure*11(b).

vl v2 vl v2
*1
cl
2 +2 2
2 L o2
, 3 2
3

Fig. 11 A example of modification the mobility
(a) Before the modification of mobility
(b) After the modification of mobility

4. The binding of interconnection

Petform the allocation of interconnection after
performing the allocation of ‘functional units. In
this case first control step, allocate new
multiplexer for each operation. Second, from
control step, investigate the types of functional
units and input, and then find out the same type
as much as possible finally allocate the
multiplexer. Third, investigate the input number of
multiplexer. If, there is one, omit multiplexer, or
not investigate the
multiplexer. If the input value is the same, it will
be merged even thr-ough the control step is
duplicated or not. At this time, the multiplexer

conttol step of each

- which has been merged stand face to face with

bus. As an example, seeing the figure 6, we can
find out that *5 which is at the second control
step and *2 which is at the first control step
have been allocate and bind for the same
functional unit (FU2).  Therefore, the
interconnection of *5 can allocate and bind as the
same interconnection of *2.

At this time, for intercomnection of two
distributed allocation and binding is executed for
considering type. The overall result of allocation
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and binding for registers, functional units,

interconmections shown in Figure 12,

i T

Fig. 12 The overall result of a simultaneous hardware
resource allocation and binding algorithm

H. The result of experiments

This paper executed allocation algorithm result
is compared by HAL system result, for exactly
comparison, using HAL, Splicer system application
extraction result is received input.

1. The Differential Equation

The result of comparing the area cost about the
differential equation with HAL, Splicer, REAL
system shown in Table 3, :

This algorithm show the effectiveness to reduce
total area cost than HAL system allow to execute
separate allocation and binding about high-level
synthesis. The area cost of register is almost three
system sameness but functional unit reduce
remarkable 7.9 %. The Splicer system is similar
to the whole HAL system. Especially the register
is reduced 1.5%. When our - algorithm is
comparing the three system, total area cost is
reduce 8.5%

2. The Fifth~Order Elliptic wave filter.
The HAL, Splicer, REAL systemn comparative
result of area cost of the fifth elliptic wave filter
to adopt as the standard benchmatk model for

1610

Table. 3 Comparing experiment of differential equation

| [31-%

W Rgsas
Dintgreometion
DT Area Oost

High Level synthesis Workshop as benchmark
model shown in Table 4. The HAL system is the
piped functional units area cost was reduced
11.4%, But inter-connection arca was many or
few increased, interconnection of layout design is
not the weakness by high-level design is not
considered, Also register area cost was ' reduced
9.6%, consequently total area cost is reduced. The
Splicer and REAL system is the same cost ratio
register like the differential equation. The total
area cost reduced 6%. However, REAL system is
not considering the functional units and
interconnection units,

Table. 4 Comparing experimemt of fifth-order elliptic
wave filter
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The Riith-Crder dlliptic wave filter

IV. Conclusion

This paper shows algorithm that perform a
hard-ware resource allocation and binding at the
same time.

A simultaneous hardware resource allocation
and binding algorithm is implemented AVION
SYS, performs with the characters as follows.
First, from control step, allocate registers and
functional units by stages and then perform
interconnection merge after performing intercon-
nection binding,

It simultaneously executed to allocate and bind
for dependency relation. as it shown comparison
for the sake performance estimating, the
experiment of application of the differential
equation is reduced register is almost three system
sameness but functional unit reduce remarkable
7.9 %. The Splicer system is similar to the whole
HAL system. Especially the register is reduced
1.5%. When our algorithin is comparing the three
system, total area cost is reduce 8.5%. The
experiment of the fifth-order elliptic wave filter,
standard benchmark model, but interconnection
area cost increased 1%, while, the register area
cost reduced 9.6% (Especially the HAL systemn),

Consequently it showed effectiveness of this
algorithm, that is small area cost, compared to
other existing systems which take the number of
functional units in advance or allow to execute
separate allocation and binding. Finally, the
hardware cost functional unit values was shows
effectiveness, which minimum for the ultimate

purpose of high-level synthesis techniques.

Also, after this study project will precede the
study for the anticipation and estimation which
based on a simultaneous hardware resource
allocation and binding algorithm for VLSI design.
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