DEri=

=8 03-28-11A-5 FeS A8 3 w=Ea ‘03-11 Vol28 NollA
AR R HER3ME ulE7]|2] 7P Aol 34 g vl
_/':] ME

H)3]Y Peter A. Beerel®, A4 7] 2 $**

Statistically Optimized Asynchronous Barrel Shifters for
Variable Length Codecs

Peter A. Beerel Non Member, Kyeoun-Soo Kim Regular Member
2 o

£ =fg okl delrlt]e] RR5S o|8ah: Fukg 717)d f-8% FhEge] alstcle)l @oe] A 3
vl E71] W HZES AR £ =R A2 A2 ibEE, 2F spHZe]3de] EEd3l 4| 2E afoid)
el SAIFLE HYA o Fd4E9 vlEr1Y A A ZHE 2EE Felvh AT WEls HEEe o
A= dioje|7} st syt Ealsbd SEER sy, =EA Jehles AZE dEas delsrt ol
2] 2alsle] 2¥E|TE AR #Helels A3} fo] HSPICE AlEelol] Al dald, Alkd AAL 3%
B AL A=A o2 uw)ErlAl A 9 Fo|a] AL u)aslA, FA AsEdEe) el 40%e]3e o
7] g E ekl 5 glaldk
Key Words : asynchronous design: variable length codec: barrel shifter.

ABSTRACT

This paper presents low-power asynchronous barrel shifters for variable length encoders and
decoders useful in portable applications using multimedia standards. Our approach is to create
multi-level asynchronous barrel shifters optimized for the skewed shift control statistics often found in
these codecs. For common shifts, data passes through one level, whereas for rare shifts, data passes
though multiple levels. We compare our optimized designs with the straightforward asynchronous and
synchronous designs. Both pre- and post-layout HSPICE simulation results indicate that, compared to
their synchronous counterparts, our designs provide over a 40% savings in  average energy
consumption for a given average performance.

I . Introduction for common data® ' To achieve this goal, however,
the asynchronous circuit should be optimized to
process common data faster than rare ones and the
overhead associated with the completion sensing logic

Asynchronous circuits sometimes can consume very
low average energy for a given average performance
because of their ability to adapt to variations in chip
temperature and voltage supply level and be optimized
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should be minimized” ', In this paper we propose
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novel asynchronous shifters that achieve these two
objectives.

Shifting data is required in a variety of applications,
including arithmetic operations, bit indexing, and
variable length coding. Barrel shifters are a common
design choice because they can perform multi-bit
shifts in a single operation. Many researchers have
explored various barrel shifters with varying emphasis
on area, power, and performance. For example, an
area-efficient multi-level barrel shifter has been
developed for CORDIC processors™ . High-speed
flow-through barrel shifters have been developed for
arithmetic operations in general purpose processors'™
*81, A pipelined barrel shifter with high throughput has
also been developed for high-speed real-time
applications'™!. In addition, due to the increasing
importance of low-power designs, power analysis of
different types of barre! shifters has also been
extensively evaluated'" ',

All of the previously proposcd barrel shifters have
been limited to synchronous circuoits. This paper
proposes a novel approach 1o the design of statistically
optimized low-power asynchronous barrel shifters for
variable length encoders and decoders, which are
uscful in portable applications using multimedia
standatds such as MPEG and JPEG. In our proposed
designs, the logic executed for common (smaller)
shifts is simpler and has less capacitance than that of
uncommon (larger) shifts. The intuition behind our
approach may be best explained by viewing a barrel
shifter as a bank of multiplexers (or muxes) whose
select Tines are one-hot encoded. We optimize these
muxes for the common case by decomposing each
mux into a statistically optimized network of muxes.
Specifically, uncommon shifts require the data to pass
through multiple muxes while more cormmon shifts
require the data goes through only one relatively small
mux. In many situations the only way to take
advantage of this data-dependent delay is to build
completion-sensing circuitry that indicates when the
outputs are stable. We therefore propose novel citcuits
that dynamically model the active mux logic with
negligible delay overhead.

The muxes within our barrel shifters can be
implemented in both static and dynamic logic, We
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explore both options and analyze their energy and
delay characteristics using pre- and post-layout
HSPICE simulation. Compared to straightforward
asynchronous architectures, we show our statistical
optimizations reduce the average energy consumption
and cleiay up to 25% and 15%, respectively. We also
compare our designs to static and dynamic
array-based barre} shifters for use in synchronous
circuits. Compared to synchronous circuits simulated
at the same temperatute (25°C) and voltage (3.3V),
our designs are more than 6% faster and consume
approximately 16% less energy. To take into
consideration the asynchronous circuits”™ ability to
adapt to average temperature and power supply level,
we also compared the synchronous designs working at
worst-case temperature and voltage (100°C and 3.0V)
with our desighs rumning at typical temperature and
voltage (25°C and 3.3V). With these conditions, the
delays of our best designs are over 35% faster than
their synchronous countetparts. If we use voltage
scaling to translate this speed margin to further
savings in energy, we obtain over a 40% reduction in
energy consumption,

The remainder of the paper is organized as follows.
Section Il describes our application arca, variable
length coding, in mote detail. Section III presenits our
novel barrel shifter architecture, and describes our
static and dynamic logic implementations. Then,
Section IV describes our pre-layout HSPICE
simulations and Section V performs a layout
comparison and presenis post-layout HSPICE
simulations. Finally, Section VI presents conclusions.

Il .Variablelengthcoding

Variable length coding is a powerful method to
minimize the representation of data segments. The
idea is to encode cach data segment with a binary
code. Segments that are common are encoded with
short codes whereas segments that are more rate are
encoded with longer codes. In this way, the average
number of bits in the coded representation is
minimized. This reduces the amoumt of memory
needed to store the data block and reduces the number
of bits to be transmitted when the data block must be
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Figure 1. Asynchropous variable length encoder (a) and
decoder (b) architectures

For the purpose of this paper, we adopt the parallel
variable length encoder and decoder presented in [9]
as our base-line architectures. We first consider the
encoder. We convert the encoder data path in [9] into
an asynchronous data path by adding go and done
signals to all data path computational elements, as
illustrated in Figure 1. Note that there are numerous
methods to build asynchronous controllers that handle
the communication between data path components
(e.g., see [4]). This paper, however, focuses on the
barrel shifter design,

Moreover, since the complete description of this
encoder is presented in [9], we focus our attention on
the three barrel shifters used in the design. BS-A is
used to concatenate successive code words together
while BS-B segments them into 16-bit lengths. BS-C,
along with register L 1, forms a 4-bit accumulator with

one-hot inputs and outputs. The shift control of BS-A
and BS-C is the codeword length, while the shift
control of BS-B is the accurmulated codeword length
output from register L1. It is also important to note
that when the barre] shifter output is one-hot encoded,
completion-sensing circuitry may not be necessary. In
particular, recent results have shown that the one-hot
signals can sometimes directly activate subsequent
operations in place of a done signal[ﬁ’ 216l

The authors in [9] argue that using the barrel shifter
based accumulator is preferred for several reasons.
First, they argue that the barrel shifter is faster than an
adder. Second, because the codeword length outputs
from the PLA are in one-hot form, using an adder
would require including an extra 16-to-4 encoder.
They also note that the PLA outputs that feed the
barrel shifter are preferred tc be in one-hot form to
reduce capacitance on the bit lines,

We use the conventional decoder presented in [9] as
our reference decoder. As in the encoder, we modify it
to create the asynchronous data path illustrated in
Figure 1. This design uses two barrel shifters. The
first, BS-D, is used to align and supply the next
codeword to the PLA inputs and the second, BS-E, is
used in conjunction with a register to act as a 4-bit
accumulator (as in the encoder).

Note that for both the encoder and decoder, the
authors in [9] did not consider using logarithmic
shifters which recently have been shown to have
slightly better energy-delay products than the
proposed array shifters!', The energy-delay product
comparison in {1], however, assumes that the shift
control come in decoded form, not one-hot as in this
application. Consequently, using a logarithmic shifter
in this application would either require a change in the
PL.A deign or an extra 16-to-4 encoder either of which
may offset any energy-delay advaniages.

Of particular interest to this paper is the shift control
statistics for the five different barrel shifters used in
these two designs. We used a C-code software model
of MPEG-2 and calculated the codeword length
probabilities for various standard video sequences.
The results, illustrated in Figure 2, show that more
than 85% of all codewords are of Iength 6 or less,
These statistics motivate optimizing the variable
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length encoder and decoder for these common lengths,
Cho et. al proposed decomposing the look-up tabie
(LUT), taking the role of the PLA, into LUTs of
different codeword lengths to save power"). In
particular, they proposed to sequentially search LUTs
of increasing codeword iengths until a match is found.
Based on these statistics, they showed that most often
only the smallest LUT needs to be accessed, yielding a
significant reduction in energy consumptic B In
addition, Lin and Jen proposed a complementary
approach in which the unneeded bits of the barrel
shifter are turned off"™!. In this work, we also focus on
the barrel shifters but with a different emphasis. More
specifically, we will optimize the barrel shifters for

the most common shifts.

CETTTY RS

12 3 4 5 6 7 B 9 10 11 12 13 14 15 16
Codeword Length

Figure 2. Average codeword length distribution for MPEG
video sequences flower garden, table tennis, and mobile
cale_nda:.

We obscrve that 3 of 5 barrel shifters used in the
encoder and decoder have the codeword lengths as the
shift control. Since a small fraction of codeword
lengths is common, optimizing these shifters for
common codeword lengths appears very protnising.
The shift conitrol of the other twe barrel shifters, BS-B
in the encoder and BS-D in the decoder, however, are
accumulated codeword lengths. Because small shift
lengths are common, the distribution of the
accumulated codeword lengths is relatively flat.
Consequently, optimizing these barrel shifters for the
common case would not yield much advantage.
Therefore, we limit our attention to the three barrel
shifters with favorable shift statistics.

One additional feature of these barrel shifters is that
the data inputs arrive earlier than the shift control
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lines. Thus, minor differences in the input buffering of
the data signals will not lead to differences in barrel
shifter delay.

II.Asynchronousbarrelshifters

As mentioned, our approach is to implement each
output of the barrel shifter as a network of muxes
arranged such that more common shifts have shorter
path delays than rare shifts. Consider the simple
two-level mux network depicted in Figute 3. Here, for
mote common shifts, Sp .... Sm, the data is routed to
the output through barrel shifter BS-1. In contrast, for
less common shifts, Smey ... S15, the data must pass
through both barre] shifters BS-2 and BS-1.

D[0:M+15] Bone

Out[0:15]

D{0:30]
D[M+1:38]

| S[0:M1
. ™ |
SIMs1:15] L/ less_common
Go

Figute 3. Two-level nsynchronous barrel shifter architecture.

Let the energy consumed by shifting data through
BS-1 be E; and that of shifting data through BS-2 he
E:. Also, let the sum of the probability of the less
common shifts be P, Then, the average energy
consumed by a shift in the two-level mux architecture
can be estimated as

PiE; + Ez) + (1 - Po)(E1) = E; + 2B, 1)

Similarly, let the delay of BS-1 be Dy and that of
BS-2 be Dy, Then, the average delay of the two-level
architecture can be computed as

PiDi+D) +(1-PYDO =D+ P ()

The basic design goal is to let BS-2 handle only
rarely occurring shifts so that Pz is relatively small and
the energy and delay contribution of BS-2 will be
small. Moreover, if a sufficient aumber (¢.g., half) of
shifts are tare, then the size of BS-1 will be
significantly smaller than that of the original barrel
shifter. This means that BS-1 can have significantly
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lower energy consumption and delay than the
one-level synchronous barrel shifter. Consequently,
the average energy and delay of the proposed
two-level architecture can be significantly lower than
that of the original design.

One source of overhead not included in the above
two equations is the additional control signal
less_common which BS-1 uses to route the outputs of
BS-2 to its output. This less_common signal must be
computed by ORing all shift control lines to BS-2,
Fortunately, the energy overhead percentage added by
this OR gate is relatively small since the energy
consumed by this gate is amortized over the 16
outputs and occurs only P: fraction of the time. In
addition, the delay overhead of the OR gate can be
negligible since it is evaluating in parallel with BS-2
and has less delay. More specifically, using a dynamic
OR gate whose evaluation is controlled by the
handshaking  signals,  detailed
transistor-level simulations indicate the OR gate
output can be evaluated before the outputs of BS-2 are
valid.

asynchronous

1. Static design

As already mentioned, both static and dynamic
implementations of the barrel shifter muxes are
possible'"’. The configuration for one output bit using
static mux circuitry is depicted in Figure 4.

To take advantage of this architecture we built
efficient completion sensing circuitry. Conventional
completion sensing circuits cither require the data
inputs to be dual-rail or use the bundled data approach
in which a single delay line models the worst-case
delay of the compenent. Since the data inputs are not
required to be dual-rail, dual-rail-based completion
sensing is impractical. Moreover, since our goal is to
obtain improved average-case delay, using the
bundled data approach is also unacceptable. A more
recently developed idea is the speculative completion
scheme!'> " in which multiple delay lines are
implemented and an additional mux controlled by
abort circuitry is used to select one of them. Although
this approach is promising, it seems tc require the
creation of the abort circuitry and an additional mux,
either of which may incur significant delay overhead.

Fortunately, we can effectively implement speculative
completion in an efficient novel circuit that combines
the necessary deiay lines, mux, and abortion logic,
depicted in Figure §.

This completion sensing logic assumes a 4-phase
handshaking protocol. First, the delay between one
shift control signal rising (which can occur only after
Go rises), and Done falling is the delay required for a
logic one to pass through the barrel shifter. For
commeon shifts, logic one must pass through BS-1 and
for less_common shifts, logic one must pass through
both BS-2 and BS-1. Notice that we explicitly
designed the done logic to pass a logic one through the
barrel shifters to model the worst case data conditions.
In particular, it is well known that a NMOS-based
mux passes a logic one slower than it can pass a logic
zero!™. Secondly, Done rises immediately after Go
falls by way of the two additional n-transistors,
labeled nra and nrb. Thus, this circuit is similar v an
asymmetric delay line™ in which the rising delay is
data-dependent.

It may alsc be interesting to note that we considered
but rejected using an inverter between the muxes for
BS-2 and BS-1. The reason we rejected this idea is
that, as suggested by the results in [1], the buffered
design yields a significantly larger energy-delay
product. Moreover, it also significantly increases the
area of the design.

outfk]
S Qutfk]

.
Dleehsd] [
S{m+2]

DiktNHZ] :;'L__

Figure 4. One shifter output designed using two-level static
logic.
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v‘[,‘

Figure 5. Done logic for static shifter.

2. Dynamic design

Dynamic-logic-based shifters are faster than static
-logic-based shifters because dynamic-logic-based
shifters need o only pass a logic zero through the
NMOS muxes, On the other hand, because outputs
must be pre-charged to zero before each evaluation, if
the outputs more often evaluate to one than to zero,
dyﬁamic logic implementations will consume more
power than their static counterparts. Thus, the decision
as to which to use depends on the speed requirement
and signal statistics of the data inputs to the barrel
shifter.

The implementation of cur two-level barrel shifter
architecture in dynamic logic is illustrated in Figure 6.
As is typically done in large dynamic gates, we add an
extra PMOS pull-up transistor at the output of BS-2 to
avoid charge-sharing problems that might otherwise
cause accidental discharge of BS-17.

The completion sensing logic for this design is
depicted in Figure 7. As in the design of the static
implementation, this design assumes a four-phase
handshaking protocol where the delay from a shift
control tising (which can occur only after Go rises) to
rising Done matches the delay of the shifter and the
delay from falling Go to faling Done is quick and
data independent. Specifically, this latter delay is the
gate’s precharge delay.

396

Unlike the static logic case, the completion sensing
logic is designed such that it passes a logic zero
through the muxes, to model the worst-case data
conditions, i.e., when at least one output is driven
high. This means that the Done signal conservatively
models the rare case when no output signals need to
change. Notice that this type of design tradeoff helps
us keep the complexity and overhead of the
completion sensing logic minimal,
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Figure 6. Ong shifter ouput designed using dynamic logic,
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Figure 7. Done logic for dynamic shifter,

Note that we also considered adding an inverter
between BS-2 and BS-1. Interestingly, when using an
inverter we can omit the less_common signzl hy
connecting the output of the inverter to the gate of a
NMOS transistor whose source is conmected to the
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BS-1 mux outputs and drain is connected to ground. In
other words, we could connect BS-2 and BS-1 using a
standard domino configuration. As pointed out by [1],
however, added buffers consume significant energy
without significantly decreasing delay. Consequently,
we focused our attention on the above zero-buffer

design.

IV .Pre-LayoutHSPICESimulation Results

There are 16 different possible 2-level
decompositions. To determine which is the best, we
simulated all of them at the mansistor-level using
HSPICE. We computed source and drain area and
perimeters assuming minimum size confacts in
between all transistors. [nput and output buffers were
alse included to take into account realistic input and
output signal slopes. For dynamic logic, we used low
skew inverters for driving data input and high skew
output inverters”! to speed up evaluation. Normally
skewed inverters were used to drive the shift control
lines. For static logic, on the other hand, we used
normally skewed inverters to drive data inputs, shift
control lines, and the shifter outputs. For the dynamic
case, we simulated all designs with all data inputs
initially zero and half of them rising. For the static
case, we simulated all designs with half of data inputs
initially zero, half initially one, a quarter of the data
inputs rising, and a quaner falling. All designs use the
HP-CMOS14b 0.35m HSPICE model from
MosIs"",

Figure 8 plots the energy and delay of the various
asynchronous designs simulated at typical temperature
{25°C) and with an ideal supply voltage, 3.3V. The
energy and delay for every design is expressed as a
percentage improvement over the single-level
asynchronous design. When measuring energy
consumption, we always include the energy of the
muxes, the output inverters, and less_common logic.
For the static case, we also included the input buffers
that drive data. When reporting delay for an

asynchronous dynamic shifter, we report the
evaluation delay between the shift rising input and the
rising done output. The PMOS wransistors have been
sized such that the precharge delay for every
dynamic-logic configuration is approximately the
same. This is done because precharge delay can often
be hidden and is not as critical as evaluation delay.

) ‘Averagle Energy/Delay

e _ ATamp # 250, vid = 375}
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N ] [ ) 7 %
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Figure 8. Average energy and delay comparison of 16
different asynchronous designs expressed as a percentage
improvement over the single-level asynchronous design. The
dynamic designs are simulated with all dara inputs initially
zero and half of them rising, The static designs arc simutated
with half of data inputs initiatly zero, half initially one, a
quarter of the data inputs rising, and a quarter falling.

The plot indicates that the best static asynchronous
design for both average energy and delay is the “6-10
design”, ie., where the 6 most common shifts are
handled solely by BS-1 and the other 10 shifts must
pass through both BS-2 and BS-1. The improvements
found are approximately 23% in energy and 15% in
delay. The dynamic asynchronous design which yields
the best average energy improvement is the 6-10
design whereas the dynamic asynchronous design
which yields the best average delay improvement is
the 7-9 design. The improvements are approximately
24% in energy and 18% in delay. The difference
between the delay of 6-10 and 7-9 dynamic designs,
however, is negligible. Since the 6-10 design saves
more energy, we conclude that it is the preferred
dynamic design.
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Figure 9. Layout of the (a) original (asynchronous) single-level dynamic-logic design and (b) two-level (asynchronous) 6-10

dynamic-logic design.

Table 1. Pre-layout HSPICE simulation results illustrating the improvement of the best asynchronous designs over their
synchronous counterparts under various voltage and temperature assumptions. % Imp. (D) shows improvement compared to the
synchronous designs when both designs are simulated at ideal voltage and typical temperature. % Imp. (DTV) shows improvement
when the synchronous design is simulated at worst-case voltage and temperature.

Pre-Layout HSPICE Simulation Results
Synchronous Asynchronous (6-10 config.)

33V 3.0V 3.3V % Imp. % Imp. 2.5/2:1V. % Imp.

25/C 100°C 257 (D) (DTV) 25°C (DTV)
Static (Average Energy, p_[) 4.61 3.79 395 14.3% -4.1% 2.21 41.7%
Muxes (Average Delay, ns) 0.51 0.77 045 11.8% 41.6% 0.75 2.6%
Dynamic (Average Energy, pJ) 6.97 5.54 5.80 16.8% -4.7% 2:17 60.8%
Muxes (Average Delay, ns) 0.31 0.45 0.26 16.1% 42.2% 0.44 22%

Table 2. Post-layout HSPICE simulation results which illustrate the improvement of the best dynamic asynchronous design over the
synchronous dynamic design under various voltage and temperature assumptions. % Imp. (D) shows the improvement compared to
the synchronous design when both designs are simulated at ideal voltage and typical temperature. % Imp. (DTV) shows
improvement when the synchronous design is simulated at worst-case voltage and temperature.

Post-Layout HSPICE Simulation Results
Synchronous Asynchronous (6-10 config.)
3.3V 3.0V 3.3V % Imp. % Imp. 2.3V % Imp.
25°C 100°C 25°C (D) (DTV) 25°C (DTV)
Dynamic (Average Energy, pl) 8.48 6.77 7.06 16.7% -4.3% 324 52.2%
Muxes (Average Delay, ns) 0.37 0.53 0.34 5.8% 35% 522 1.4%

We also compare our best designs with their
synchronous static and dynamic counterparts. We
obtained the synchronous designs by taking our
one-level designs and removing the less_common and
completion sensing circuitry. We simulated our 6-10
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designs and the synchronous designs under various
conditions and report the results in Table 1. For the
static logic design comparison, when both designs are
simulated at 25°C and 3.3V, the asynchronous design
yields 11.8% less average delay and 14.3% reduction
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in average energy. For the dynamic logic design
comparison under the same simulation conditions, the
asynchtonous design yields 16.1% less average delay
and 16.8% savings in average energy. In both cases,
the delay improvements obtained by the asynchronous
designs over their synchronous counterparts are
approximately the same as in our garlier comparison
with the one-level asynchronous design. This is
because our bone logic models the delay of the
asynchronous designs remarkably accurate, For both
the static and dynamic comparisons, however, the
improvement in average energy compared to their
synchronous counterparts is significantly lower than
when compared to the one-level asynchronous
designs. This difference can be attributed to the
energy overhead of the done logic and the generation
of the less_common signal.

One may claim, however, that the done logic
provides more than just adaptivity to the data. In
particular, another advantage of the done logic is that
the asynchronous design can adapt to changes in the
voltage level of the power supply and chip
temperature. Thus, it may be reasonable to compare
the asynchronous design simulated at 3.3V and 25°C
with the synchronous design simulated at 3.0V
{worst-case  voltage} and 100°C  (worst-case
temperature). As the table indicates, for the
comparison of static (dynamic) logic designs, the
improverent becomes 41% (42.2%) in average delay
and -4.1% (-4.7%) in average energy (the energy loss
arises because the synchronous circuit has a lower
supply voltage). If we use voltage scaling, we can
translate this excess speed of the asynchronous
designs into savings in average energy consumption.
In this case, we can run the asynchronous static
{dynamic) component at 2.5V (2.1V) and achicve
approximately 41.7% (60.8%) reduction in average
energy consumption.

V .LayoutComparison

The two-level asynchronous architecture has higher
wiring complexity and will thus require more area to
layout. One important question to answer is whether
or not the additional wiring capacitance will

significantly impact the energy consumption andjor
performance of the asynchronous design.

In order o answer this question, we layed out the
synchronous design, the single-level asynchronous
design, and the 6-10 two-level design, all using
dynamic logic. The two asynchronous design layouts
are shown in Figure 9. The 6-10 layout is 47% larger
than the single-level asynchronous design and
approximately 50% larger than the synchronous
design, A large fraction of this area increase is
incurred by the necessary witing between different
BS-2 and BS-1. As reported in Tabie 2, we simulated
these designs over multiple voltage conditions and
temperatures as was done in Table 1. The results
indicate that the energy improvements obtained by the
two-level architecture are not significantly affected by
the additional wiring capacitance. The delay
improvements, however, are somewhat reduced.
When all designs are simulated at the ideal voltage
and typical temperature, instead of a 16%
improvement in average delay, the simulations of the
layout suggest an 11% improvement over the
asynchronous one-level component, and a 6%
impi‘ovement over the synchronous component. The
difference can be atiributed to the additional wiring
capacitance (not considered in the pre-layout analysis)
and the conservative design of the done logic.
Nevertheless, considering the adaptivity to
temperature  and assuming architectural voltage
scaling, the asynchtonous design promises a 52%
savings in average energy consumption.

These results indicate that the additional wiring
capacitance in our two-level architecture is not
negligible. Thus, while pre-layout analysis mey favor
very complex asynchronous architectures with
numerous barrel shifter blocks, our expetience with
layout suggests that the number of barrel shifter
components should be kept rather small.

VI.Conclusions

Asynchronous design techniques allow datapath
components to be optimized for common data inputs.
This paper presents novel barrel shifter designs that
are optimized for the skewed shift statistics in variable

899

Copyright (C) 2003 NuriMedia Co_y\m@{y.dbpia.co.kr



g3 5283 =84 '03-11 Vol28 No.llA

length codecs. Because large shifts are relatively
uncommon, optimizing the barrel shifter for the
common shifts leads to significant average delay and
cnergy savings at the cost of some additional arca. The
inclusion of this design into low power asynchronous
variable length codecs (e.g., the Huffman decoders
presented in [3, 2]) is promising to additional power
reduction of portable multimedia terminals.
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