DEri=

=i 03-28-11A-10 - E 4138 =74 ‘03-11 Vol28 NollA

A Study on the Exclusive-OR-based Technology Mapping
Method in FPGA

Seok-Bum Ko Regular Member

ABSTRACT

In this paper, we propose an ANI/XOR-based technology mapping method for field programmable gate arfays
(FPGAs). Duec to the fixed size of the programmable blocks in an FPGA, decomposing a circuir into sub-circuits
with appropriate number of inputs can achieve excellent implementation efficiency, Specifically, the proposed
technology mapping method is based on Davio expansion theorem to decompose a given Boolean circuit, The
AND/XOR nawre of the proposed methed allows it to operate on XOR intensive circuits, such as error
detecting/correcting. data encryption/decryption, and arithmetic circuits, efficiently.

We conduct experiments using MCNC benchmark circuits. When using the proposed approach, the number of
CLBs (configurable logic blocks) is reduced by 67.6 % (compared to speed-optimized results) and 57.7
%(compared to area-optimized resutls), tolal equivalent gate counts are reduced by 65.5 %, maximum
combinational path delay is reduced by 56.7 %, and maximum net delay is reduced by 80.5 % compared to
conventional methods.

Key Words: Parity Prediction Functions, Davio Expansion, AND/XOR Expressions, FPGA, Logic
Synthesis, Technology Mapping
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I . Introduction characteristics, this type of FPGAs has been
subject of faulttolerant studies™. Techniques
RAM-based or re-programmable FPGAs have have been proposed™ to identify’ faults and
been used for reconfigurable computing and for defects in such FPGAs. Also, on-line testing
design  prototyping. Dme to its  unique technique'® has been proposed it exercise the
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FPGA just before each reconfiguration occurs.
Defective blocks are then avoided in the next
configuration. Note that this technique differs
from the CED technigue discussed here.

An FPGA is made from a fixed number of
fix-sized programmable or configurable blocks. In
most. cases, these configurable blocks consist of
look-up tables or programmable universal logic
gates. Therefore, when implementing a logic
function, the realization complexity (the number
of configurable blocks being used) has a stronger
correlation to the number of inputs to the
function than to the Boolean expression
complexity. For instance, a configurable logic
block (CLB) in a Xilinx’s XC4010°' has two first
stage 4-input look-up tables (LUTs) and a 3-input
LUT at the second stage. Therefore, when
implementing in a XC4010, a 4-input Boolean
function with one product term has the same
realization complexity as a 4-input Boolean
function with 10 product terms since both must
fit one 4-input LUT. We remark here that such
observation has been incorporated in most FPGA
desigh automation tools. However, our problem is
slightly different since we are dealing with the
exclusive-OR(XOR) of multiple Boolean functions,
i.e. the parity prediction function.

Previous studies, e.g. [6,7], showed that parity
code is very effective in protecting logic circuits.
We will concentrate on the techniques for an
efficient implementation of parity prediction circuit
in FPGA. The key issue here is the effective
decomposition of the parity prediction circuit such
that an efficient realization in FPGA is possible.
Specifically, we investigate the potential benefit of
manipulating the parity prediction function in the
form of AND/XOR expression. The superiority of
such approach is quite intuitive since parity
prediction is inherently XOR intensive. However,
the existing EDA tools do not handle the
AND/XOR expressions well. In fact, a typical
EDA tool will first translate an AND/XOR
expression inte an AND/OR oune before further
processing. Theretfore, we derive here a process
that will handle the AND/XOR expressions

directly and independent of the existing EDA
tools.

The Davio expansion theorem is applied here to
the technology mapping method for FPGA. We
design three different approaches: (1) Direct
Approach, (2) AND/XOR Direct, and (3)
proposed approach and conduct experiments using
MCNC benchmark circuits to demonstrate the
effectiveness of the proposed approach. We
formulate the parity prediction circuits for the
MCNC  benchmark circuits. The proposed
approach is superior to the conventional methads
for parity prediction circuits in terms of both
speed and area.

This paper is organized into five chapters. We

" provide an introduction in Chapter 1. The

technical hackground is introduced in Chapter 2.
Technology mapping for AND/XOR cxpressions is
introduced in Chapter 3. In the following Chapter
4, we opresent the benchmark results and
discussions. Finalty, Chapter 5 draws conclusions.

II. Technical Background

The design of parity prediction circuit for any
random logic circuit has been explained in several
previous works'®™®, The efficient imnplementation
techniques of parity prediction circuils in FPGA
are also introduced™®. In this paper, we will
consider the following approach. First, we assume
that the original circuit is described in VHDL.
The VHDL description of the parity prediction
circuit is then formed by simply changing the
criginal outputs to the interal signals and then
exclusive-ORing these internal signals to produce
the parity bit. After logic synthesis process, these
internal signals will ideally bc minimized and
completely removed from the circuit. Such
approach ties the parity prediction {unction
directly to the original output functions. Any
discrepancy that may arise due to the don’t-care
conditions is avoided.

Many researchers defined various classes of
AND/XOR expressions and we use term ESOP
because it is the most generic one. Arbitrary
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product terms combined by XORs are called an
Exclusive-or-Sum-of-Products Expression (ESOP).
The ESOP is the most general AND/XOR
expression. No efficient minimization ' method is
known, and iterative improvement methods are
regularly used to obtain near minimal solutions'".
This is yet another reason that typical EDA tools
do not incorporate ESOP type consideraticns.

Parity prediction circuits can be realized with
many fewer gates if XOR gates arc available.
Such circuits can be derived from AND/XOR
citcuits. So the minimization of ESOP, which
corresponds to the minimization of ANDfXORs, is
very important. ESOP requires fewer products
than SOPs to realize randomly generated functions
and symmetric functions"™,

The ESOP represenis a Boolean function in an
AND/XOR relation rather than the typical
AND/OR format. Tn other words, instead of
sum-of-products, - the Boolean functions are
expressed in exchusive-OR-sum-of-products. Given
an n-input Boolean function fx,,%,,"-,x,), a

function can be expressed in ESOP as follows:

flxy.%0,0x,) =p,, Db D Dp Le, (1)

=Z’PU

where p,, is the % product terms of
filx,,x5,,x,). Then the parity prediction

function of the logic circuit can be written as:

Hx 1’x2""-xﬂ) = Zn:lfi(xlﬁXE""'xn)_(Z)

=L

The most remarkable feature of Eguation (2) is
that the boundaries between the original output,
f» have been removed. The parity function is
now a function of all the product terms. In [13],
Even, Kohavi and Paz proposed an algorithm that
minimized single output completely specified
equations by the repeated application of four mles
that linked product terms. The four rles are
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Merging: ab@ab= b Exclusion: abbb= ab,
Increase of Order: ab®a=1@ab and Bridging:

ab® ab= oDb. Their strategy is to apply the
rule which give the greatest benefit first: if any
merging is possible then merging is applied, if
not then exclusion, if neither of these then
increase of order, and if nopne of these then
bridging. We implemented this algorithm in C
language since it is especially suitable for parity
prediction circuit - (single output function) and
extended it to handle multiple outputs.

There are many reasons that ESOP algorithms
are not as popular in comunercial EDA tools. As
mentioned  ecarlier, the lack of efficient
minimization is a big issue. The minimizer
algorithm applied here will give a soletion in
parity prediction circuit but not a guaraniced
minimum solution. We note that XOR is not a
primitive Boolean operator, such as AND, OR
and NOT. Consequently, the hardware realization
of XOR gate is not straightforward., In the CMOS
realization, 2-input XOR gate needs about twice
the area than that of a 2-inpat AND or an NOR
gate. However, such disadvantage in hardware
efficiency does not exist in FPGA implementation.

In this section, we describe the organization of
the Xilinx XC 4000 FPGA family. Although our
experimental results will base on this FPUGA
family, extension to other FPGA families, even
from different vendors, may be easily obtained.
Xilinx XC4000E/XL"Y conmsists of an array of
CLBs embedded in a configurable interconncet
structure and swrounded by configurable IO
blocks. The Xiliny XC4000 family consists of ten
members. The family members differ in the
number of CLBs, (ranging from 8x8 to 56x56),
and I/C blocks, (ranging from 64-448). The
typical capacity varies from 1,600 o 85,000
equivalent gates,

M. Technology Mapping for
AND/XOR Expressions

Technology mapping is the logic synthesis task
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that is directly concerned with selecting the circuit
elements used to implement the minimized circuit.
Previous approaches to technology mapping have
focused on using circuit elements from a limited
set of simple gates. However, such approaches are
inappropriate for complex logic blocks where each
logic block can implement- a large number of

functions'"”. A K-input LUT can implement 22"

different functions. For values of K greater than
3, the number of different functions becomes too
large for conventicnal technology mapping.
Therefore, differsmt approaches to technology
mapping are required for LUT-based FPGAs.

Technology mapping is accomplished by
translating the given Boolean expressions into
hierarchical ones. The transformed expression will
consist of sub-expression that uses only a subset
of ail inputs. Of course, a sub-expression can be
made from sub-cxpressions that use cven smaller
subset of inputs. The proposed is so the lowest
level sub-expression, which is still a Boolean
function, can be mapped directly to the smallest
realizable device. In this paper, the smallest
realizable device is set a CLB which can realize
any S5-input, or less, Boolean function. The goal
here is obviously to transform the given Boolean
functions into hierarchical expression where all the
lowest level sub-expressions have five or less
inputs.

An arbitrary logic function Ax,,x,.-".x,)

can be expanded as

= 71];0@3(1]:1: (3)
f= fn@xlfgu 4

f=FDx 1 (5)

where f(}=ﬂ0.xz."',xﬂ)s flz.ﬂl.xg."',xn)
and fzzf()@fl-

Equations (3}, (4) and (5) are called the
Shannon expansion, the positive Davio expansion,

and the negative Davio expansion, respectively.

31 XOR-Extension  of
Expansion Theorem

Positive  Davio

Boolean
Ax %y, x,) the xrresidue of the function

Given an  s-input function,
is fo{x,,~,x;=1,,x,) and the x residue
is f;‘(xl,---,xi=0,---,xn) for 1<i<n Let
us now conmsider & circuit with n inputs and two
outputs, Flx,x,,00.1,) and
folx . x,,,x,). To predict the parity of
these two outputs we wish 1o derive a function
Pz ,x5,,%,) flxq,xq,0,x,) @
folx x5, -, %) According to positive Davio

theorem, we may write:

P ={f +&f,)® . ®)
xi(fL.z,eafE,xi@f1,?;@3:2,2)

In fact, such relation can be expanded to multiple
f[(xl.xz,'“,xn) be the

functions of a logic circuit with n inputs and m

functions.  Let

outputs such that ]1=!sm. The parity prediction
function of this circuit is then:

P= (2f,.;_)@xs( ;mfz.x,@ i;fx.?,

for any 1<;<n. (7

In the above equation, "_V_; f 1, tepresents the

exclusive-OR sum of all the m x-residues. Note

that the XOR-extension of the positive Davio
expansion theorem can be recursively applied such
that:

439

Copyright (C) 2003 NuriMedia Co_y\m@{y.dbpia.co.kr



T g2 E =& ‘03-11 Vol28 NollA

P =(3/,5)®
AR @ R 10D
2 2 1P RS 1P ®)
1l B 1@ B 17
PSR PIFI

3.2  XOR-Extension of
Expansion Theorem

Negative  Davio

Negative  Davio  expansion  stated  that
f= fl®?1f2 in equation (5). Let us consider a
circuit with =n
filxy,xq, 0, x,) and fiolx ), x5, ,). To
predict the parity of these two outputs we wish
P(x %0, % )=

fl(xl,xg."-.x,,)@fg(xl.xg."',x )q)'

According to negative Davio theorem, we may

inputs and two outputs,

to derive a function

write:

P = (fllx‘.@fz,x‘)@

. ©
xe(fl.x,-@fax,@fL?,@fz.?,)

In fact, such relation can be expanded to multiple
fl(xl,xz,'",xn) be the

functions of a logic circuit with »n inputs and m

functions. Let

outputs such that 1< /<Im. The parity prediction
function of this circuit is then:

P= (37 )BT 2 1@ S 1)

for any lsi<n (10

"
In the above equation, ;:1 f iy, Tepresenis the

exclusive-OR sum of all the m xresidues. Note

that the XOR-extension of the negative Davio
expansion theorem can be recursively applied such
that:
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3.3 Proposed Technology Mapping Method
Based on Davio Expansion

As shown in equations (4) and (5) and in
Sections 3.1 and 3.2, the Davio expansions can
be seen as manipulations of the Shannon’s
expansion utilizing the XOR property. Based on

our obscrvation, f,= (f,B/) is usually no more

complex than f;, or f, itself. Therefore, the

Davio expansions constantly lead to solutions with
less literal counts. The resulting functions from
the Davio expansions are, of course, AND/XOR
expressions.

Based on the Davio expansions, we derived the
following greedy-type algorithm. This algosithm
attempts to decompose the given logic circuit into
blocks or sub-functions, each with five or less
inputs. This number is due to the Xilinx XC
4000 FPGA organization, For other TPGA
families, different number may be used. Figure 1
shows the Davio-Decompose algorithm.

A given logic circuit, £ can be idendfied that
contains product terms, Py, g, -, b, where (2],

i
then we define f= ZI b, where 2 represents

XOR-sum operation. We will use ﬂ, A, and f%,
where f(,]-:ﬂxl,xz,"',x,-=0,"'.xn),
-ﬂ=ﬂx19xii"'vxi=ls'"sxn)’ and jgl_ﬂ®jd!
for our method.
Step 1:
if (# of input variables of F<5) exit;
/% fcan be fit into a CLB of XC 4000 */
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else go to Step 2;

Step 2: Choose the least frequently used input variable
leading to the simplest residual functions in f and
let it be x,

Step 3: Decompose finto f= ff@xﬂ

Step 4:
if (# of input variables in /2>5) replace f with
new / and go to Step 2;
else go w0 Step 5,

Step 5
if (# of input variables in Jf >5) replace § with
new }‘% and go tc Step 2;
else go to Step 6;

Step 6: Update the input list of f after performing the
Davio expansion, and replace f with the new f:
and f.

Step 7: exit.

Figure 1. Proposed Davio-Decompose algorithm

V. Benchmark Results and
Discussions

We  examine the proposed Davio-Decompose
algorithm on the parity prediction circuits. The
experiments are conducted on the MCNC
benchmark circuits. The target is the Xilinx's
XC4010 which has 400 CLBs with 7-20K
equivalent gales. The software is the Xilinx's
Foundation 2.1i with Synopsys” FPGA Express.

The parity prediction circuits are obtained
consequently after converting the original MCNC
benchmark circuits described in PLA format into
VHDL. We design three different approaches for
experiments as follows: (1) direct approach: In
case each obtained parity prediction circuit is
directly applied to Xilinx Foundation and FPGA,
it is termed dircct appreach. (2) AND/XOR
direct: Each parity prediction circuit is converted
into AND/XOR expressions and then applied to
Xilinx Foundation and FPGA. We call this
ANDYXOR direct here. (3) the proposed approach:
The converted  AND/XOR  cxpression s
decomposed into sub-circuits which have five or
less  input  variables by the  proposed

Davio-Decompose algorithm and finally applied to
Xilinx Foundation and FPGA. We call it proposed
approach here,

Parity F
Clrcult {*.vhd} l
Convert to
ESOP {".vhd)

Xilinx Xllinx Decompoaltion
Foundation Foundation {Davio)

FPBA FFGA FPGA

Direct AND/XOR Proposad Davio

approach direct approach

Figure 2. Design flow for parity prediction circuit of
MCNC benchmark circuit

To get an experimental result for the proposed
approach, we did some pre-processing works. To
keep the optimized AND/XOR expression, we
made a separate VHDL code for each sub-circuits
so that it is forced to be implemented in a CLB
of Xilinx XC4010. Recall that conventional EDA
tools cannot handle AND/XOR expressions
efficiently.

Figure 2 shows the three different design paths
for the following experiments. Table 1 lists the
results of parity prediction circuits of MCNC
benchmark circuits when applying direct approach,
AND/XOR direct, and the proposed approach,
respectively. Here we list the number of CLBs
since these are the direct evidence of the
hardware efficiencies of these techniques.

4.1 Number of CLBs

By direct approach, we convert the VHDL
description of the original circuit into the VHDL
description for the parity prediction circuit as
shown in Figure 2. In some cases, the results are
quite good, e.g., bw, squar5, and rd53 as shown
i Table 1. The XC4010 CLB can realize any
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5-input - functions, but also some 6-, 7-, 8-, and
even 9-input functiors''*'¥l, The complexity of the
function is usually the key to -realization
efficiency. Hence, it is not surprised to see that
such straighttorward approach can achieve efficient
implementation sometimes,

Table 1 Results of parity prediction circuits in terms of #
of CLBs

stat, # . ANDY
#| # Original | Direct | XOR ! peoposed
.. in produect direct approach|
et tams | A" 1B (A"l B [A°| B
misext | B[7] 2 Fu]0]7]513 3
sgr §8( 4] 40 |[B3]w|7]|65]6] 3
spr $7|10) 5 |53 |2w|17|17] 5
ine | 719 M [2]2]15]8]w]s]| s
ot [712] 9 [302a]2]sla]| 3 |
bw | 5|2 smoimisi{1{1]1 1
R HEBEEREERNEREREE 1
squas 58 2 |6 |61 1|11 1
Tol [52071) 3 |18l @52 (a3 | =
Average [| 65|89 426 |135|121|B5[65(51 )54 278

A: the number of CLBs when optimized for speed in
Xilinx Foundation 2.1

B: the number of CLBs when optimized for area in Xilinx
Foundation 2.1i

Next, we applied the AND/XOR direct to the
parity ' prediction circuits of MCNC hbenchmark
circuits. The AND/XOR expression can break the
boundary of each internal signal which is the
original output. After breaking the boundary, it
can be minimized by different techniques'™'", We
implemented here  the minimization method
desctibed in Chapter 2 in C language. The
minimized AND/XOR expression in VHDL is
then processed by Synopsys’s FPGA Express and
Xilinx Foundation - 2.1i. We observe that the
number of CLBs is still related to the complexity
of the original logic function. Compared to direct
approach, fthe AND/XOR direct shows better
results except one case, circuit conl.

The results of this ANDYXOR direct is
somewhat surprising. We observed that the
AND/XOR expression of the parity function can
be rather small after the minimization. However,
such advantage was lost after the processing by
the Xilinx's Foundation 2.1i with Synopsys’
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FPGA Express. Note that both packages use
ANDJOR-based  approaches.  Therefore, the
minimized AND/XOR expressions were converted
back 10 AND/OR by these packages before the
mapping results were obtained. Hence, the good
results shown in Table 1 for the AND/XOR
direct can be better if the technology mapping is
also done with an AND/XOR-based approach.
Finally, we applied the proposed approach as
shown in Figure 2 after getting the minimized
AND/XOR expressions. In all eight benchmark
cases, the proposed approach shows the best
result. The proposed approach only needs 22 extra
CLBs for eight benchmatk circuits. It takes only
on average 2.75 extta CLBs or 20 % of the
We remark here that the
complexity of the parity prediction function is

original area.

proportional to its original function. The
complexity of 8 benchmark circuits can be seen
from the number of inputs, outputs and product
terms, and the number of CLBs columns in Table
1. In conclusion, the proposed method can indeed
provide the most efficient realization of parity
function in all cases here. This is mainly
accomplished by bypassing the AND/OR type
mapping and with dedicated AND/XOR Davio
expansion for technology mapping,

4.2 Total Equivalent Gate Counts

We collect the information about the total
number of equivalent count for three different
approaches as shown in Table 2. In the case of
5xpl, for cxample, direct approach requires 453
equivalent gates and AND/XOR direct requires
208 equivalent gates, but the proposed approach
requires only 54 equivalent gates. In conclusion,
The proposed approach shows the best result in
terms of total equivalent gate count by showing
35.13 equivalent gates on average while direct
approach takes 108.25 equivalent gate counts on
average and AND/XOR direct takes 64.75
equivalent gate counts on average. In other words,
the same function can be implemented with the
least number of total equivalent gate counts when
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using the proposed approach.

Table 2 Results of parity prediction circuits in terms of
totel equivalent gate counts

st || 4 | 4 # " ANDY 1
in | o product a ch XOR h
circuits terms | WPPORCL | giecy | APFIOAC
misex] 5| 7 n 75 34 33
sgre8 F 8| 4] 40 82 63 @
Sxpl 7:10 75 453 08 54
inc Ti 9 M 178 129 66
conl T2 [} 30 36 a7
bw 5] 28 87 16 16 16
rd53 51 3 n 16 16 16
squars { 5| 8| = 16 16 16
Total 217N 31 866 518 281
Average |[ 65| 89( 426 108.25% 64,75 3513

Table 3. Results of parity prediction circuits in terms of
maximum combinstional path delay & maximum net delay

direct ANDY proposed
tat. approach XOR direct approéch

circyits A* B A* Bt A* B*

misexl IB.576 | 22.594 | 18.824 | 3724 | 6765 | 3417
sqrt§ 25173 | 21.559 | 30782 | 7.204 | 5.862 | 3.802
Sxpl 49317 | 27.354 | 35672 | 9.181 | 18.381 | 5.896
ine 35.452 | 28.762 | 25868 | 6400 | 27R85 | 6.086
conl 21.634 | 25334 | 23,494 | 4.030 | 22.196 | 3.567
bw 14.123 | 15.642 | 15.656 | 2.557 | 1909 | 2.396
rd53 14455 [ 15713 | 15713 | 2.742 | 2241 | 2742
squars 16.836 | 17.110 | 16.836 | 3.737 | 3.737 | 4.116
Toral 205.566 | 174.068 | 182.845 | 39.584 | 88.976 | 34.022
Average § 15.690 | 21,759 | 22856 { 4.948 | 11,122 § 4353

A: Maximum Combinational Path Delay (ns)
B: Maximum Net Delay (ns}

4.3 Maximum Combinational Path Delay and
Maximum Net Delay

We also collect maximum combinational path
delay and maximum net delay as shown in Table
3 to seec if the proposed method in Chapter 3 is
appropriate for the point of view of speed
consideration. In the case of maximum
combinational path delay, direct approach shows
25,696 ns on average and AND/XOR direct

shows 22.856 ns on average. The proposed

approach  shows the shortest maximuym
combination path delay by showing 11.122 ns. In
the case of maximum net delay, direct approach
shows 21.759 ns and AND/XOR direct shows
4948 ns on average. The proposed approach
shows 4.253 ns on average.

In conclusion, the proposed approach shows ihe
best performance in terms of speed and area. For
both direct approach and AND/XOR direct, the
results are obteined directly from the package.
However, for the proposed epproach, we have to
do some pre-processing to get the results from
the package since the package is based on
AND/OR expressions and is not able to
manipulate the AND/XOR expressions.

V. Conclusions

We have opresented here AND/XOR-based
minitization and technology mapping techniques
for the efficient realization of XOR-intensive
functions in FPGA., The efficiency came from the
fact that the proposed Davio expansion-based
technology mapping method is an
AND/XOR-based method.  Specifically, the
proposed method is shown to reduce the number
of CLBs up tw 3577 % (compared to
area-optimized results) and 67.6 % (compared to
speed-optimized
proposed method can also reduce the total number
of equivalent pate counts. Further, the ptoposed
method can reduce the maximum combinational
path delay by 567 % and the maximum net
delay by 80.5 %. Indeed, the proposed method is
far superior to the conventional method for the
parity functions.

We cxpect similar results, as reported above for
the parity functions, could be obtained for other
XOR-intensive functions. As many XOR-intensive
functions, such as error detecting/correcting, data
encryption/ decryption, and computer arithmetic
circuits, are emerging, the proposed method is an

results), respectively. The

important step forward.
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