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ABSTRACT

This paper proposed two multi-path constraint-based routing algorithms for Internet traffic engineering using
MPLS. In normal constraint-based shortest path first (CSPF) routing algorithm, there is a high probability that it
cannot find the required path through networks for a large bandwidth constraint that is one of the most
important constraints for traffic engineering. The proposed algorithms can divide the bandwidth constraint into
two or more sub-constraints and find a constrained path for each sub-constraint, if there is no single path
satisfying the whole constraint. Extensive simulations show that they enhance the success probability of path

setup and the utilization of network resources.

I. INTRODUCTION network resource utilization and enhancing the

QoS of traffic streams [1][2]. Traffic engineering

Internet traffic engineering (TE) is a procedure has become an indispensable function in many

of traffic mapping to network topology according large Internet service providers (ISP) for maximal

to network status and traffic requirement. A major operational efficiency of the network, because

goal of Internet TE is to facilitate efficient and extending or upgrading networks requires high

reliable network operations while optimizing cost and much time.
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Multi-protocol label switching (MPLS) [3] has
many attractive features for Internet TE and will
be widely used for TE [3]. First of all, MPLS
can create easily explicit-route label switched path
(ER-LSP) as needed through manual administrative
action or traffic requirement by using CR-LDP [4]
or RSVP-TE [5] signaling protocol. And, it can
easily map traffic trunks that consist of traffic
flows with similar characteristics or traffic
requirements onto that ER-LSPs.

Usually, plain IGP (Internet-domain gateway
protocol) routing protocols are not suitable for
Internet traffic engineering. The current IGP
routing protocols such as OSPF [6] and IS-IS [7]
calculate only shortest-paths to destination in a
distributed fashion. They do not take into account
traffic requirements and network condition such as
remaining  bandwidths of links.  Constrained
Shortest Path First (CSPF) routing algorithms can
calculate shortest paths that do not violate a set
of constraints. For instance, when a bandwidth
constraint is given for a path between source and
destination, the CSPF first removes links that has
bandwidth  less than  bandwidth
constraint and then calculates the shortest path.

remaining

The CSPF is a promising routing algorithm for
MPLS traffic engineering since it tries to find a
suitable path under a given network condition and
traffic requirement. There are many possible
constraints CSPF can take such as bandwidth,
buffer size, delay, delay jitter, loss probability and
etc. In this paper, we mainly consider the
bandwidth constraint.

However, for a large bandwidth constraints,
there is high probability that the CSPF cannot
find a bandwidth-constrained path for a given
network condition. Two multi-path bandwidth-
constrained routing algorithms proposed in this
paper divide the bandwidth constraint into two or
more sub-constraints appropriately, and find a
constrained path for each sub-constraint, if there
is no single path satisfying the whole bandwidth
constraint. In these algorithms, we try to find
:minimal number of paths satisfying the constraint

to restrict the computational complexity. And then,

for the multiple paths found, we suggest a load
balancing method between multiple paths to
approximately — equalize the QoS of each
partitioned traffic flow. Extensive simulations
show that the proposed routing algorithms enhance
the success probability of path setup and network
resource  utilization compared to single-path
constraint-based routing algorithms.

This paper is organized as follows. Section II
summarizes the related works for this paper. In
Section III, we present the proposed multi-path
bandwidth constraint-based routing algorithms and
load balancing method in detail. The performance
of the proposed algorithms is shown by
simulation in Section IV. We conclude this paper

in Section V.

. RELATED WORKS

In this section, we present some research works
related to the topic of this paper. Internet traffic
engineering has become an essential function for
Internet Service Providers (ISPs) to optimize the
utilization of existing network resources and to
maintain a desired QoS of user traffic with less
network resources. A framework for Internet
traffic engineering is presented in [1]. Awduche
et. al. described the principle of traffic
engineering in the Internet [2]. This document
includes a set of generic recommendations and
options for Internet traffic engineering. This can
be used as a guide to implementors of online and
offline Internet traffic engineering mechanisms. In
[8], Awduche et. al. explained the attractive
features of MPLS for traffic engineering and
requirements for TE over MPLS. One of the most
important features of MPLS for TE is its
capability to set up ER-LSPs suitable for traffic
or network condition.

In order to find an appropriate path that
satisfies the QoS of traffic and enhances the
utilization of the network, we must adopt some
kind of QoS routing algorithms in networks. In
[9], Chen et. al. gave an overview of the QoS
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routing algorithms. They classified various routing
constraints and presented three routing strategies;
source routing, distributed routing and hierarchical
routing. They also discussed basic routing
algorithms for each routing problem and compared
them. There have been many QoS routing
algorithms proposed for various routing constraints
[10-15]. Wang and Crowcroft [10] found a
bandwidth-delay-constrained path by using Dijkstr
a’ s shortest-path algorithm. First, all links with
available bandwidth less than the requirement are
eliminated so that any paths in the resulting
network will satisfy the bandwidth constraint.
Then, the shortest path in terms of delay is
found. There is a feasible path if and only if it
satisfies the delay constraint.

Apostolopoulos et. al. [11] presented a QoS
routing algorithm and the necessary modifications
to OSPF to support this algorithm. They presented
three QoS  routing algorithms based on
Bellman-Ford and Dijkstra’ s shortest path routing
algorithms. After all links that do not satisfy the
bandwidth constraint are removed, the algorithms
find a widest shortest path through the networks.
Salama et. al. proposed a distributed heuristic
algorithm for the NP-complete delay-constrained
least cost routing problem called DCUR
(delay-constrained unicast routing) [12]. Each node
maintains two routing tables, cost vector and
delay vector obtained by distance-vector protocol
using link cost and delay as link metric. It selects
a least-cost path as long as delay constraint is
satisfied, otherwise selects a least-delay path. It
also presents a method to solve routing loops.

QoS routing information such as available
bandwidth and delay is propagated through
networks periodically or at the time of the change
of corresponding information. Thus, network nodes
have somewhat inaccurate QoS routing information
at some time instant. Guerin and Orda [16]
studied the bandwidth-delay-constrained routing
problem with inaccurate network  states.
Apostolopoulos et. al. [17] presented a method to
improve QoS routing performance under inaccurate

link state information. Mechanisms for link state

update have large influence to the accuracy of
information and performance of QoS routing.
Ariza et. al. proposed an adaptive mechanism for
link state update to stabilize the update rate
independent of the traffic load and increase the
QoS routing performance [18].

There have been several studies for traffic load
balancing among multiple LSPs between ingress
LSR and egress LSR [19-21]. MPLS-OMP
(optimized multipath) [19] tries to balance the
loads among multiple LSPs according to the
loading for each path. The distribution of load
among a set of alternate paths is determined by
the amount of number space from a hash
computation allocated to each path. Widjaja and
Elwalid [20] proposed a load balancing protocol
called  “MATE”  (MPLS Adaptive Traffic
Engineering). The main goal of the MATE is to
avoid network congestion by balancing the loads
among multiple LSPs between source and
destination LSRs. In the MATE, the ingress LSR
transmits probe packets periodically to the egress
LSR that returns them back to the ingress LSR.
Based on the information in the returning probe
packets, the ingress LSR can compute the LSP
characteristics and distribute the load among them.
Dinan et. al. proposed a stochastic framework for
the traffic partitioning problem among LSRs [21].
Within  this framework, multiple LSPs are
modeled by parallel queueing networks and load
balancing is performed among LSPs to minimize
overall delay of traffic by analytical methods.

However, there are few studies for mechanisms
of multiple LSP setup between ingress and egress
LSR satisfying a constraint. In this paper, we
multi-path (LSP) bandwidth
constraint-based routing algorithms and a traffic

propose  two

partitioning method.

. MULTI-PATH BANDWIDTH
CONSTRAINT- BASED ROUTING
ALGORITHMS

In this section, we propose two multi-path
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bandwidth constraint-based routing algorithms to
find multiple LSPs between an ingress and egress
LSR satisfying a given bandwidth constraint. First,
we present general optimization criteria for this
problem. Since satisfying this criteria may cause
heavy computational complexity, we try to find
minimal numbers of multiple paths for a given
bandwidth constraint, if a single feasible path is
not available.

3.1. General optimization criteria for multi-path
constraint-based routing

For the same bandwidth constraint, an optimal

path should have minimal end-to-end cost. Let

m be the number of required palhs,B be the
bandwidth of path i,C; j be the per bit cost of
transmitting packets over link 7 of path 7, and
N; be the number of links in path 7. Then, we
can say that an optimal multi-path should

minimize the cost function C,

m n,

C=3 B, G; M)

=1 j=1
subject to the following constraints,

m

3 B =BW,
i=1

(@)

E BI = bk:
I E S

S. = {i |path i includes link k}
(3)

whereb/,- is the remaining (or available) band-

width of link &k, andBW, is the bandwidth
constraint.

One of the feasible solutions for the problem
(1), (2) and (3) is found as follows. First, we

calculate the least-cost path between the source

and destination node, and allocate the path
bandwidth, i,e., minimum bandwidth of all links
within the path, to that path. Next, we calculate
the next shortest path through the networks after
removing links having no available bandwidth and
allocate the path bandwidth to that path. We
continue this process until we can allocate the
whole bandwidth constraint to the successive
shortest paths. Then, the bandwidth allocation will
satisfy the optimization condition (1), under the
constraints (2) and (3).

But, this algorithm may result in too many
LSPs between ingress and egress LSR to satisfy
the whole constraints. This increases the
computation and signaling time. It is also a very
difficult task to partition and assign the traffic
among a large number of parallel LSPs. Thus, it
is one of the important objectives to maintain the
number of LSPs satisfying the whole constraint as
small as possible.

Next, we introduce two multi-path constraint
-based routing algorithms: equal-bandwidth (EB)
multi-path routing and maximum path bandwidth
first (MPBF) multi-path routing.

3.2. Equal bandwidth (EB) multi-path
constraint-based routing algorithm

This  algorithm  divides the  bandwidth
requirement into multiple sub-constraints with
equal bandwidth, if there is no single path
between source and destination. For each
sub-constraint, the algorithm tries to find a
constrained path by using the CSPF algorithm.

For a whole bandwidth constraint 5 W, | it first
tries to find a single path whose path bandwidth
is greater than or equal toBW.. We can
accomplish this by using a normal shortest path
first (SPF) routing algorithm such as Dijkstra’ s

[21] or Bellman-Ford algorithm [22], after
removing all links having the available bandwidth

less than B W,.. If there is no such a single path,
it will try to calculate two paths satisfying the
sub-constraint 3 W/ /2. If it fails, it will compute
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three paths satisfyingB W, /3, and so on. We

continue this process until we find multiple paths
whose total path bandwidth is equal to or greater

than the bandwidth requirementB W,. In section

IV, we show by simulation that three or four
partitions of the constraint saturate the success
probability of constraint-path setup. Fig. 1 shows
the flow chart of the EB multi-path constraint-
based routing algorithm.

Compute N paths
with constraint B,/ N

Are there such

0 pa

SUCCESS

Fig. 1 Equal bandwidth (EB) multi-path constraint-based
routing algorithm

This algorithm increases the success probability
to find paths through networks for the same
bandwidth constraint compared to a single path
constraint-based routing as shown in section IV.
But, there is still room to reduce the number of
paths to satisfy a bandwidth requirement. Let us
look at the example situation in Fig. 2. There are
4 paths between source and destination. Path
bandwidths of them are 5 Mbps, 3 Mbps, 2
Mbps and 2 Mbps, respectively. If we want to
find paths with bandwidth constraint 7 Mbps by
using the EB multi-path routing, we have to
compute 4 paths with sub-constraint 7/4 Mbps.
However, if we can divide the constraint
unequally, for example, 4Mbps and 3 Mbps, only

the first two paths can satisfy the bandwidth

requirement 7 Mbps.

Source Destination

Fig. 2 Example network for a multi-path finding problem

3.3. Maximum Path Bandwidth First (MPBF)
multi-path routing algorithm
In order to satisfy the bandwidth requirement,
this algorithm tries to find minimum number of
multiple paths. First, the algorithm tries to
compute a single path for the constraint. If there
is no such path, it computes the maximum
bandwidth path between source and destination.

Then, it allocates its path bandwidthAl

(minimum of available bandwidths of links
included along the path) to that path. After that,
the algorithm computes another constrained path

using the remaining bandwidth constraint (BW,

Ay}
rBWc € BW constraint |
Nl(— 1
—_—

Compute the N-th path
with constraint W,

Compute maximum bandwidth path
Ay € path bandwidth

!

Allocate Ay to that path
BW, € BW, - Ay

N > threshold

YES

[ SUCCESS ]

Fig. 3 Maximum Path bandwidth First (MPBF) multi-path
constraint-based routing algorithm
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If it is found, this completes the algorithm. If it
is not, the algorithm calculates another maximum
bandwidth path and allocates its path bandwidth
AQ to that path. The algorithm continues this
process until it allocates all of the bandwidth
requirememB VV(. to the paths found during
algorithm computation. In section IV, simulation
shows that the algorithm requires less number of
paths to allocate the bandwidth constraint 3 W,
compared to the EB multi-path routing. The flow
chart of the MPBF multi-path routing algorithm is
shown in Fig. 3.

There can be several algorithms to calculate a
maximum bandwidth path between source and
destination used in the MPBF routing algorithm.
In this paper, we present a widest path first
(WPF) routing algorithm by modifying Dijkstra’ s
algorithm. Originally, Dijkstra’ s algorithm [21]
solves the single-source shortest-paths problems on
a weighted directed graph G'= (V, E'), where
V' is a node set and £ is a link set. Here, the
WPF algorithm modifies Dijkstra’ s algorithm to
find a single-source maximum bandwidth path
problem. Let b (u,v) be the available (or
remaining) bandwidth for the link(u,v) € F.
0 (s,v) denotes the final maximum bandwidth
from node s to node v after completion of the
algorithm, and let MB[v] be the variable
denoting the current maximum bandwidth of node
v from the source S during algorithm
calculation. This algorithm maintains a set .S of
nodes whose final maximum bandwidth from the
source S has already been determined. That is,
for all nodes v € 5, we have MB[v]=
) (S.’U). The algorithm repeats the selection of
the node u € (V—S)
maximum bandwidth from source, inserts 7/ into

S, and updates the maximum bandwidth MBJ[v |

which have the

of node v adjacient to node w . It also maintains

a priority queue () that contains all the nodes in

V—.5, ordered by their MB[v ] values. Fig. 4
represents a pseudocode for the WPF Dijkstra’ s
algorithm.

Lines 1 to 4 in the pseudocode initialize MB
[v] = 0 for all v € V/ except the source node
S. m[v] denotes the predecessor node of v in
the maximum bandwidth tree from the source 5.
For the first time, line 8 selects the source node
s because MB[s] =00. When () becomes
empty (¢), the algorithm completes the calculation
of maximum bandwidth tree from source s to
the other nodes in the network. Maximum
bandwidth of node v is stored in MB[v ], and
we can trace the maximum bandwidth tree using
vl

The MPBF multi-path routing algorithm does

WPF_Dijkstra(G, b, s)

1. for each node v € V[G]
2. do MB(v] « 0

z[v] < Null

4. MB[S] «
‘ 5. S ¢
6. 0 « V[G]
\ 7. whi 0#¢
8. ) « Extract node with max.MB[v], veQ
9. S « Su {u}
10. for each node v € Adj[u]
11. T if MB[v] < min(MB[u], b(u,v))
( 12+ " then MB[v] « min(MB(u), b(u,v))
13 n(v] « u

not satisfy the optimization criteria (1), (2) and
(3). However, it does find the minimum number
of multi-path for any bandwidth constraint, which
is one of the most important objectives in a
multi-path constraint routing.

Fig. 4 Pseudocode for widest shortest path first (WPF)
Dijkstra’ s algorithm

3.4. Load balancing between multiple paths

If a single path complies with a whole
bandwidth constraint, there is no need to balance
the traffic load. However, if we find multiple
paths by using the above algorithms, we should
partition the traffic load optimally for mapping to
multiple paths.

Usually, we can determine the level of congestion

of a link 7 by link utilization p; defined by

Copyright (C) 2003 NuriMedia Co., Ltd. 513
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T, ‘
pi_a_ C 4)

where (] is the link capacity of link ¢ and _7—;,
is the current bandwidth usage of link 7. When

pP; approaches 1, the link becomes congested and

packet loss and delay increase drastically. So, the
basic idea of load balancing between multiple
paths found by the above algorithms is to
maintain the remaining path bandwidths of
multiple paths to be equal each other after
allocation of traffic load to each path.

Let /N be the total number of paths found,

A; be the path bandwidth of the i-th pathp;,

and Q; be the traffic load allocated to the i-th

path. If we assume all the link capacities are
equal, the above mechanism of load balancing can

be expressed as follows.

A= e, ) 2 (5)

Al—a, = Ag_a2: R AN—CLN (6)

E Ay = BI’I/(' (7)

We can solve@; (i = 1,---,/V) because there are
N equations in (6) and (7). For example, if /V
= 2, equations (5), (6) and (7) become

Algal,Aggag (8)
Ai—a,=A,— a, (9)

LL1+CL2=BW(' (10)

,which produce solutions

s = %(Al—AﬁBuc.) (11)

1
2

From the fact that we found two paths in this

(A, — A, +BW,) (12)

Ay =

example, we can say
0< A <BW, 0< A, < BW, 3)

IfA1 0rAg is greater than or equal to BW.,
there must be a single path satisfying constraint
BW,.. Thus,a, and@9 in equations (11) and

(12) have positive values.

In real network situation, we can restrict the
maximum of link utilizationpy,,« less than 1 in

order to provide a reasonable quality of service to
user traffic. After we adjust the available path

bandwidthA,- so that the link utilization of each
link in pathp; does not exceedf.x after

allocation of bandwidthZ);, we can apply the
equations (5), (6) and (7) to calculate the

bandwidth allocation@; .

IV. SIMULATION

In this section, we present and compare the
routing performance of the EB and MPBF
multi-path routing algorithms by simulation. For
our simulation, we select the network topology as
shown in Fig. 5(a), which is the long haul
network of U.S.A consisting of 28 nodes and 45
links. As needed, we add extra links to the
network to increase the connectivity as shown in
Fig. 5(b) and (c).

Fig. 6 shows the success probabilities of the
EB and MPBF multi-path routings according to
the bandwidth constraint. We assume that the
capacity of links is equal to 30 Mbps. The
available (remaining) bandwidths of links are

generated randomly from 1 Mbps to 30 Mbps.

Cobyright (C) 2003 NuriMedia Co., Ltd.
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The results are obtained by repeated simulation
for each path finding. We choose node 6 as a
source and node 27 as a destination. The figure
shows that the success probability of path setup
decreases as the bandwidth constraints increase, as
we expect. Multi-path routing algorithms have
larger success probability than the single path
routing. As the number of paths increases, the
success probability also increases. The success

probability of the MPBF multipath routing is

(c) 65 links

Fig. 5 Network topology for simulation of multi-path
routing algorithms.

much higher than that of the EB multi-path
routing. In other word, the MPBF routing can
satisfy the bandwidth constraint with smaller
number of paths between source and destination
than the EB routing.

Fig. 7 represents the success probability of path
setup versus number of multiple paths. As the
number of paths increases, so does the success
probability. But, the rate of increase of the
success probability is decreased as the number of
multipath. It is almost saturated when the number
of paths is 4. In Fig. 8, we show the success
probability to set up the bandwidth constrained
paths as the number of links in the network
increase. We add appropriate links to the network
for the simulation. The number of links taken is
45, 55 and 65. As the number of links increase,

Fig. 6 Success probability of multi-path setup versus
bandwidth constraints of the EB and MPBF routings
for 45 links, source node 6, and destination node 27.

the success probability increases accordingly, since
the possibility of path finding is enhanced when
the connectivity of the network becomes abundant.

er of multi-path
0 ——a——bandwidth constraint=15
c ——

—a——bandwidth co
—3X —bandwidth cons
a MPBF

Fig. 7 Success probability of multi-path setup versus
number of multi-path of EB and MPBF
routings for 45 links, source node 6, and
destination node 27 and for various bandwidth
constraints.
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probability
© o o 0 ©

85
Number of link

——&——number of path=1 ——a——number of path=2
——X ——number of path=3 —)—A,
e ——EB o MPBF

Fig. 8 Success probability of multi-path setup versus
number of links of EB and MPBF routing for
source node 6, destination mnode 27 and
bandwidth constraint 20 Mbps

One of the most important performance
parameters in the QoS routing algorithm is the
usage of network resource such as bandwidth.
Fig. 9 shows the simulation results of the
bandwidth usage for each routing algorithm. We

define the bandwidth usage U/ as,

U:Z A,"h,‘ (14)

all p,

where 4; is the path bandwidth of pathp; and

h; is the number of hops for pathp; between

source and destination. Fig. 9 shows the value of
U for the widest path first (WPF) routing, the
shortest path first (SPF) routing, the EB
multi-path routing and the MPBF multi-path
routing. For the EB and MPBF routings, we find
the value of {/ for the number of paths up to 4
paths. As we expect, the WPF routing has the
largest bandwidth usage for the same bandwidth
requirement, since it tries to find the widest
bandwidth path regardless of hop counts. The SPF
routing has the least bandwidth usage. As the
number of links increase, the bandwidth usage
decreases because it is more likely that the
algorithms can find shorter path between source
and destination as shown in Fig. 9 (a) and (b).
The values of [/ for the EB and the MPBF lie
between those of WPF and SPF algorithms. The
bandwidth usage of the MPBF is a little larger

than that of the EB routing. From this result, we
can say that the MPBF routing is a hybrid
algorithm of the SPF and the WPF. Its
performance is much closer to that of the SPF. In
Fig. 10, we show the bandwidth usage for the
EB and the MPBF multi-path routings regardless
of the number of paths found to satisfy the
bandwidth constraints for the number of links 45
and 65. The available bandwidth of each link is
generated randomly from 1 Mbps to 45 Mbps.
We take node 6 as a source and node 27 as a
destination. We only include the case where
multi-path finding is successful for both EB and
MPBF with the maximum numbers of paths 4.
The figures show that the MPBF uses more
bandwidth than the EB routing. The difference of
U between them is about 4% for 45 links and
10% for 65 links.

18 20 22 24 26 28 30

Bandwidth constraint

———SPF ——O——number of path = 2
——®——number of path = 3 ——&——number of path = 4
——X —— WPF - --E- - - MPBF

(a) 45 links

Link : 65

e

Resource usags

18 20 2 24 26 28 30

Ranrwidth ~onetraint
——— SPF ——O0—— number of path = 2
——&—— number of path= 3 —a——number of path = 4
——X ~—— WPF EB

(b) 65 links

Fig. 9 Bandwidth usage of multipath routing algorithm
according to the number of paths for source node
6 and destination node 27
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In Fig. 11, we find the bandwidth rejection ratio
IR defined by

Total bandwidth rejected

= Total bandwidth requested (1)

for the proposed algorithms. For the network
topology shown in Fig. 5, the capacity of links is
assumed to be 10 Mbps. Bandwidth requests are
arrived according to a Poisson process with the
arrival rate A Requested bandwidth of each
arrival is generated by using uniform distribution
from 1 Mbps to 5 Mbps. The holding time of
each bandwidth rec}uest is assumed to be

exponentially ~distributed with mean 1/ =1sec.

The total offered load to the network, A,

becomes \ - B /ju > where B is the mean
requested bandwidth.

Link : 65

Resource usage

Bandwidth constraint

(a) 45 links

Link = 45

200

150

Resource usage

100

50

18 20 22 24 26 28 30

Bandwidth constraint

(b) 65 links

Fi

=

g. 10 Bandwidth usage of the EB and the MPBF
multi-path routing algorithms regardless of the
number of multipath for source node 6 and
destination node 27

0.08 ———

0.08 —&@—SPF ——EB

0.07 —A—MPBF  —X — WPF

Bandwidth rejection ratio

total offered load

Fig. 11 Bandwidth rejection ratio of multi-path routing
algorithms for link capacity of 10 Mbps, mean
bandwidth request of 3 Mbps, Poisson arrival and
exponentially distributed session holding time of
mean 1 sec

The widest path first (WPF) routing with a
single path represents the largest bandwidth
rejection ratio among four algorithms considered.
This is because the WPF routing finds a path that
has the largest path bandwidth and does not find
the shortest one. The single path CSPF routing
has smaller value of / than that of the WPF.

Two multi-path routing EB and MPBF have
superior performance to the two single path
routing algorithms, the WPF and the single path
CSPF. Between the two algorithms, the EB
multipath routing has the smaller bandwidth
rejection ratio than that of the MPBF routing.
This means that the bandwidth utilization of the
EB routing is more efficient than the MPBF.

V. CONCLUSION

In this paper, we proposed two multi-path
bandwidth  constraint-based routing algorithms.
When there is no single path through the network
satisfying a whole bandwidth constraint, suggested
algorithms divide the bandwidth constraint into
multiple sub-constraints and find a constrained
path for each sub-constraint. In the equal-
bandwidth (EB) multi-path routing, the total
bandwidth constraint is divided equally. In the
maximum path bandwidth first (MPBF) multi-path
routing, we apply the CSPF routing and the WPF

Copyright (C) 2003 NuriMedia Co., Ltd. b
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routing alternately and recursively, and allocate
appropriate bandwidth to each path found. We
also propose a simple load balancing method
among multiple paths.

Simulation results show that these algorithms
improve the success probability of constrained-
based path setup routing. The MPBF routing
needs less number of paths for the same
bandwidth constraint than that of the EB routing.
But, the MPBF routing utilizes a bit more
bandwidth resource than the EB routing does, for
the same condition. The two multi-path routing
algorithms have better performance for the more
complex networks. One can select one of the two
algorithms according to network condition and
management  policy. Although the proposed
algorithms is somewhat more complex to
implement than single-path routing algorithms,
they are still a kind of polynomial order
algorithms with complexity O(ZElogV’) (where
E is number of links and V is the number of
nodes in the network), as for the traditional
shortest-path  routing  algorithms.  Since  the
proposed multi-path routing algorithms increase
the probability of successful path finding for a
given bandwidth requirement and enhance the
utilization of network resource, they are promising
routing algorithms for MPLS traffic engineering.
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