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ABSTRACT

Strict priority scheduling scheme is a good candidate for the implementation of  service differentiation in an 

Internet because of simplicity in implementation and the capability to guarantee the delay requirement of the 

highest class of traffic. However, it is also known that strict priority starves the lower-class traffic at the cost of 

prioritizing the higher-class traffic. The purpose of this work is to propose an analytic method which can 

estimate the average delay performance of Diffserv service architecture and shows that strict priority scheme does 

not sacrifice the lower class traffic over a diverse condition of the load. From the numerical experiments for 

three-class Diffserv network we validate our argument that strict priority scheme may be applied to a service 

differentiation scheme for the future Internet.
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Ⅰ. Introduction

  With the development of networking tech-

nologies a number of new services such as voice 

and data services are emerged to IP network. As 

such, a service differentiation scheme for the 

packet from different kinds of applications be-

comes one of the hottest issues in IP network. 

The typical service differentiation schemes may be 

the SP (Strict Priority), WFQ (Weighted Fair 

Queuing), and CBQ (Class-based Queuing) 
[1]. SP 

serves the packets from the strict priority order 

between the different traffic classes (a detailed 

discussion on SP is given in Section II). WFQ 

tries to guarantee both the fairness and service 

differentiation between different traffic classes by 

setting a certain amount of bandwidth resource to 

a specific queue, and the amount of the band-

width is determined by a weight for each traffic 

class. 

  A more sophisticated scheme is the hybrid of SP and 

WFQ scheme in which the EF (Expedited forwarding) 

class traffic is served with strict priority over the low-

er classes, via which the packets from the highest class 

traffic is logically separated from the lower classes of 

traffic. The remaining classes are served with a certain 

weight between the classes when there is no packet in 

the queue of the highest class of traffic.

  CBQ tries to solve the problem of SP and WFQ at 

the same time by giving more freedom to the network 

operator in realizing the service policy by handing the 

right to determine the amount of service time over the 

operator's own service policies. 

  It is evident that the above two schemes such as 

WFQ and CBQ are more efficient than the SP scheme 

in the freedom  of policy-enforcement. However, they 

have a number of drawbacks: First, they are too com-

plex to be operated efficiently in a very fast network if 

the traffic volume shuffles very quickly. Second, they 

are not scalable in implementing to the router of 

large-scale network. Third, and most importantly, the 

above schemes except the hybrid SP and WFQ 

scheme can not guarantee the strict delay performance 

of voice traffic unless a certain limit is set upon the 
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length of the cycle for the service. Otherwise, voice 

packets may experience too much delay during which 

the packets from the other classes are served. 

  However, the requirement for the inter-service time 

of voice packets is almost constant, whereas it de-

pends heavily on the number of traffic classes as well 

as the characteristics of the corresponding applications 

that share the link of a router. Therefore, it is not an 

easy job to determine the weight for each class of traf-

fic over the operating networks in an optimal manner 

if one wants to guarantee the strict delay requirement 

of the voice source. 

  On the other hand, SP scheme is the most efficient if 

the focus of the QoS differentiation is put on the guar-

antee of the delay and delay jitter of the most sig-

nificant class of traffic in multi-class service network 
[2], because the priority of service right is set first to the 

highest priority class, the voice packets. Therefore, SP 

scheme acts almost in the same manner as that of a 

dedicated link to voice packets 
[3]. In addition, SP is 

very simple to implement in the router. Finally, it is 

easy to estimate the delay performance of each class of 

traffic for SP scheme in an analytic manner if a few 

parameters are known, which is discussed in this work.

  SP has some drawbacks: It is not free from the criti-

cism of starvation of the lower classes of traffic, espe-

cially if the speed of the outgoing link is low and the 

offered load of voice traffic is high. However, to the 

best knowledge of the authors, little work has been 

done on the rigorous evaluation of the delay perform-

ance of SP scheme from diverse points of view such 

as the effect of the delay under the various conditions 

of traffic source profile and the different conditions of 

link capacities.  

  This paper tries to anatomize the delay performance 

of the each class of traffic for the SP scheme in detail. 

In addition, let us have one more purpose in mind, 

which is to hear carefully the vindication of the SP 

scheme such that SP scheme is not so negligent in car-

ing for the lower class traffic. In other words, we in-

vestigate the delay experienced by packets of lower 

classes, and confirm that whether SP scheme really 

starves lower classes of traffic or not under the diverse 

network and source traffic profiles. Via approximate 

mathematical analysis and numerical experiments, we 

will explore whether the argument of the SP scheme is 

rational or not.

  This paper is composed as follows: In Section II SP 

scheduling scheme in Differentiated Service 

(DiffServ) framework for the Internet is explained. 

Section III is devoted to the analysis of the waiting 

time for the SP scheme. In Section IV, numerical ex-

periment and a discussion on the results is given. 

Finally, in Section V, the implication of the work is 

summarized.

Ⅱ. Modeling the SP Scheme

  Under the DiffServ architecture, packets are classi-

fied as an EF, BBE (Better than Best Effort, which is 

the same as the AF, the assured forwarding), and BE 

(Best Effort) PHB (Per Hop Behavior), and let us call 

each PHB as class 1, 2, and 3, respectively. Each 

packet is classified at the ingress edge of the network 

and served with strict priority (SP) from there in, so 

that packets of the higher class pass the core network 

with strict priority over the lower class traffic at once 

packets from each class enter the backbone network. 

Let us assume that an access router accommodates 

voice and two types of data packets from a number of 

connections. At each router composing the end-to-end 

path of the network, packets are classified into voice 

and two types of data, and each packet is fed into cor-

responding buffer, the EF, BBE, and BE buffer. It is 

assumed that packets generated from a number of in-

put interfaces are distributed into a number of output 

ports with even distribution. The last assumption ren-

ders us to simplify the analysis of a router into a single 

output port.

  It is known that the packet generation processes of 

multimedia applications such as the web, ftp, and vid-

eo steam follow self-similar or long-range process 

with different parameters. However, it is very difficult 

to model the arrival process of an arbitrary link that 

accommodates a large number of connections from di-

verse traffic sources inside a network, and it can be 

approximated by Poisson process if the number of 

connections is sufficiently large 
[4]. Based on this fact, 

we assume an approximate but a tractable model for 

the evaluation of performance for the prioritized pack-
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et service scheme in a node by using M/G/1 queuing 

model, where a link is modeled as a single server, the 

arrival process is Poisson, the service time is generally 

distributed, and the buffer capacity is sufficiently 

large. Furthermore, let us model the server as a 

non-preemptive server with strict priority policy for 

voice buffer, which faithfully models our packet serv-

ice architecture.

  Using the non-preemptive M/G/1 queuing model 

with SP scheme in 
[5], let us describe a procedure for 

obtaining the waiting time of each class packet by as-

suming some variables. Packet arrival process from 

each class of packets is mutually independent, and 

packets from each class arrive following a Poisson 

process with mean arrival rate of λ1, λ2, and λ3 for EF, 

BBE, and BE packets, respectively. The service time 

of packets from each traffic class follows general dis-

tribution with mean service rate of 1/µ1 , 1/µ2, and 1/µ
3, for EF, BBE, and BE packets, respectively. The var-

iance of the service time of packets from each traffic 

class is assumed to be σ1
2, σ2

2, and σ3
2, respectively. 

The mean offered load of the EF, BBE, and BE pack-

ets into corresponding buffer is ρ1=λ1/µ1, ρ2=λ2/µ2, 

and ρ3=λ3/µ3, respectively. 

  Packet scheduling at the buffer module follows an SP 

scheme, which operates in the following manner. 

Initially, server visits an EF buffer. If there exist any 

packets in EF buffer, the server serves them until the 

buffer is vacant. Otherwise, the server visits BBE buf-

fer and serves a packet in that buffer. After a service 

to a BBE packet is finished, and if there is no packet 

in EF buffer, the server then visits BE buffer, and 

serves a packet in that buffer. Now the server visits EF 

buffer and repeats the above operation.

  Let us assume that the moving times between the 

three buffers are so small that they are ignored. When 

a higher-class packet enters a buffer while a lower 

class packet is receiving service by the server, it waits 

in his/her buffer until the server finishes service for 

the current packet. Therefore, the service scheme is 

non-preemptive.

Ⅲ. Waiting Time Analysis

  Let S1 be the sojourn time in the system (buffer and 

server) and W1 be the waiting time of an EF packet, 

then the following relationship exists between S1  and 

W1.

                 
.1

1
11 µ
+=WS

           (1)

  In order to obtain a formula for W1, let us define vari-

ables Q1, the expected number of EF packets in EF 

buffer and R, the expected value of the residual serv-

ice time of a packet in the server. When a server oper-

ates based on SP, the mean waiting time of EF packets 

can be obtained by using the mean waiting time of a 

customer for a single class M/G/1 queuing system 

with vacation, where vacations occur when a server 

visits BBE and BE buffers in case there is no packet in 

EF buffer. Therefore, we obtain the following result.

                 
.
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  From Little's formula 
[6], (2) is rewritten by

                .111 RWW += ρ           (3)

  If we arrange (3) with respect to W1, we obtain (4)

                 )1( 1
1 ρ−
=

RW
.
 (4)

  When a packet arrival process follows Poisson dis-

tribution, we can apply the PASTA (Poisson arrival 

see time average) property in the computation of R 
[7]. 

From [8], we obtain (5).

            2
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  In (5), τk, k=1,2, and 3, is the service time of EF, 

BBE, and BE packet, respectively. E[τk
2] is the second 

moment of τk, which may be represented by (6).

          
.3,2,1,1][ 2
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k
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 (6)

  Finally, we can obtain the mean value of waiting 

time for an EF packet in an EF buffer, which is given 

in (7).
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=
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  In (7), it is assumed that ρ1<1. Note that we can ob-

tain   the sojourn time of an EF packet in the system 

from (1) and (7).

  Now let us compute the mean waiting time W2 for 

the BBE packets. For the BBE packets, the delay is 

contributed by the following four components: First, 

delay due to the mean residual service time of BBE 

packet under the service. Second, delay due to the 

packets of EF class when BBE packet arrives. Third, 

delay due to BBE packets that have been waiting in 

BBE buffer when a BBE packet arrives to that buffer. 

Fourth, delay caused by serving all the packets of EF 

class that will arrive during the total waiting time in 

BBE buffer. Summing up the four factors, we have the 

following formula for the waiting time of a packet that 

enters the BBE buffer. 

           
,

1

1

2

2

1

1
2 µµµ

ZXXRW +++=
 (8)

  where X1 and X2 is the mean number of packets of 

class 1(EF class) and class 2 (BBE class) in each 

queue and Z1 is the  mean  number of EF packets that 

arrive while the BBE packets wait in their buffer.  

  From Little's formula, we obtain Z1=λ1W2, X1=λ1W1, 

and X2=λ2W2. Then, from (7) and (8), we obtain (9).

           
,

)1)(1( 211
2 ρρρ −−−
=
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 (9)

  where ρ1 +ρ2 < 1.

  By repetition, we obtain a formula for the mean 

waiting time W3 for the BE packets, which is given in 

(10).

      
,

)1)(1( 32121
3 ρρρρρ −−−−−
=

RW
 (10)

  where ρ1 +ρ2+ρ3 < 1. 

  In order to investigate the degree of the degradation 

of    the delay performance of BBE or BE traffic under 

the DiffServ network compared with that of the con-

ventional Best Effort network, let us compare the per-

formance of mean waiting time for the BBE or BE 

traffic under two different buffering and scheduling 

schemes, the SP scheme with separate buffers and the 

FIFO (First In First Out) scheme with shared buffer. 

The

  performance of the mean waiting time for the BBE 

or BE traffic is given above, and let us compare those  

results with that of FIFO scheme.

  Under the FIFO scheme, all the traffic from EF, 

BBE, and BE enter a shared buffer, and they are treat-

ed with equal priority. Therefore, we can express the 

mean waiting time WFIFO for BBE or BE traffic as 

well as the EF in a single formula from the M/G/1 

queue with no priority 
[6], which is given in (11).
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  In (11) ρ=ρ1+ρ2+ρ3 and λ=λ1+λ2+λ3. CS
2
 is the 

squared coefficient of variation for service time of a 

packet, and it is defined by  CS
2=σ2µ2, where σ2 and  µ

is the variance and mean value of the service time for 

the packet, respectively. Note that µ= (µ1ρ1 + µ2ρ2 +   

µ3ρ3)/ρ. On the other hand, σ2=σ2
2=σ3

2 if we assume 

that the distribution of packet size of BBE and BE 

class traffic is the same and the packet size of voice 

traffic is constant. In case the distribution and packet 

size of BBE and BE class traffic is different we can 

compute σ2 from some manipulation, which is trivial.

Ⅳ. Numerical Experiments and 

Results

  It is usual that the primary objective of an SP sched-

uling scheme is set to the guarantee of the delay for 

the highest (EF) class of traffic. However, this work 

tries to investigate the delay performance of all the 

classes for the various combination of the traffic load. 

First, let us investigate the delay of the highest class. 

After that, let us investigate the delay of the lower 

class, which is given in the subsequent sections.

4.1 Delay Performance of Highest 

Class Traffic under SP Scheme

  The delay of voice packet can be computed from (5) 
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and (7). Note that the delay of voice packet depends 

on the profile of the corresponding traffic such as the 

class 2 and class 3 traffic as well as the class 1(voice) 

traffic itself. This illustrates that the source of delay in 

voice packets is composed of two factors as we have 

argued before: the delay incurred by the voice packets 

at the same buffer that has arrived before the observed 

packet at hand and the residual transfer time of lower 

priority packets. This implicates that the delay of 

voice packet can be efficiently suppressed to a desired 

value if one control the ingress of the traffic other than 

the voice traffic to the link shared by those traffic 

classes. In order to determine the desired value of the 

delay for voice packet, one has to know the compo-

nent of the delay in an end-to-end element of the 

network. 

  However, one has to note that, if the type of voice 

codec and the transmission media are determined, the 

delay elements of a voice packet in an end-to-end path 

of the speaker and receiver are almost fixed except the 

queuing delays incurred in a series of routers through 

which a voice packet passes. In addition, our purpose 

in this work is not focused on the anatomization of the 

delay element in Internet, which is presented at au-

thor's other work 
[9]. Therefore, we only investigate 

the delay of voice packet in a router under various 

type of traffic load. For the simplicity in computation, 

let us assume some mixture of offered load, which is 

given in Table1.

Load type ρ1 ρ2 ρ3 ρ

A 0.1 0.4 0.4 0.9

B 0.3 0.3 0.3 0.9

C 0.5 0.2 0.2 0.9

D 0.7 0.1 0.1 0.9

Table1. Mixture of traffic load Load 

  Note that, in all the cases, the total offered load ρ to 

the system is assumed to be 0.9, so that the system is 

relatively heavy. The offered load of the lower two 

classes are assumed to be the same. We want to inves-

tigate how much the delay of voice traffic increases as 

the total offered load increases if we apply an SP 

scheme to the voice traffic. This is the first purpose of 

this experiment. For the comparison of the perform-

ance under different link capacity we assumed three 

cases: 1Mbps, 10Mbps, and 100Mbps.

  In order to compare the delay performance let us as-

sume some parameter for the source traffic. The data 

traffic from BBE and BE classes have packets of vari-

able size with mean 500bytes and standard deviation 

of 500 bytes (header included). It is assumed that the 

size of voice packet is fixed and is equal to 216bytes 

(160bytes of payload and 56bytes of headers) 
[10]. 

  Fig.1 illustrates the delay performance of voice traf-

fic under various combination of the offered load of 

lower classes for the three cases of link capacities, 

1Mbps, 10Mbps, and 100Mbps. From Fig.1 we found 

that it is futile to worry about queuing delay of a voice 

packet for a bandwidth in the order of 100Mbps, 

which is in the order of a few tens of microseconds. It 

is also found that the queuing delay of a voice packet 

over the link of 10Mbps is sufficiently small for all the 

combination of load type considered in this work. The 

impact of the offered load of voice traffic to the delay 

of voice packet is increasing as the offered load of the 

voice traffic increases, which is expected. The rate of 

increase is not so steep because the offered load of 

two data traffic becomes lower as the load of voice 

traffic increases, which we have assumed in Table1.
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Fig.1. Link capacities and waiting time of voice traffic. 

  Now let us investigate the effect of the packet sizes 

of the lower class traffic to the delay of the voice traf-

fic under the assumed non-preemptive SP scheduling 

scheme. It is very likely that the longer the service 

time of lower class traffic, the higher the residual serv-

ice time of the lower class traffic. This causes longer 

delay to the voice packets. We assumed three cases for 

packet size, that is, the data traffic from BBE and BE 
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classes have packets of variable size with same mean 

value of 500bytes, 1000bytes, and 1,500bytes. The 

standard deviation is assumed to be 500 bytes in all 

cases. The size of voice packet is fixed to be 216bytes. 

The link capacity is assumed to be 1Mbps. Fig.2 illus-

trates the mean waiting time of voice packets under 

the different load condition of voice traffic. 
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Fig.2. Waiting time of the voice traffic for different 
packet sizes of data traffic.

  As it is expected, the mean waiting time of voice 

packets increases as the size of data packet increases. 

This result implies that the queuing delay of voice 

packet is heavily dependent on the size and residual 

service time of data packets.

  In order to investigate the effect of the residual serv-

ice time of the packets from the lower class traffic to 

the waiting time of the voice packet, let us compare 

the delay of two different systems: One is a shared 

link with three-class queuing system and SP scheme, 

and the other is a dedicated and separate link for voice 

traffic only. The mean waiting time of the SP scheme 

with three-class queuing system is represented by (7), 

whereas the delay of a single class queuing system 

model is given in (11), where the offered load is con-

tributed by only voice packets, so that ρ=ρ1 in (11). 

The data traffic from BBE and BE classes have pack-

ets of variable size with same mean value of 

1000bytes, and the standard deviation is assumed to be 

500 bytes. The size of voice packet is fixed to be 

216bytes, which implies that CS
2=0 in (11). The link 

capacity is assumed to be 1Mbps. Fig.3 illustrates the 

mean waiting time of voice packets under the different 

buffering schemes.

  From Fig.3 we can find that the mean waiting time of 

voice packet for the single buffer system with FIFO 
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Fig.3. Waiting time of the voice traffic for different 
buffering schemes.

service scheme follows the pattern of conventional 

exponential increase, whereas the mean waiting time 

under the multi-buffer system with SP scheme 

exhibits a smooth increase with much greater delay 

than that of FIFO system. This phenomenon stems 

from the mixing nature of the traffic between the three 

classes of traffic. Anyway, we can find from this 

result that the delay performance of voice packet for 

the multi-class queuing system degrades due to 

sharing of the link capacity with the bursty data 

traffic, even though a strict priority service scheme is 

provided to the voice traffic. This result illustrates that 

the following conventional wisdom of isolation law 
[11] does not hold at any condition in a network. 

Rather,  we have to say that Strict priority scheduling 

does not isolates voice traffic from non-voice traffic. 

This implies that the network operator has to be 

careful in mixing the limited bandwidth (especially, 

when the bandwidth is not greater than a few mega 

bits per second) between different classes of traffic if 

one wants to provide a strict delay performance to the 

highest class, the voice traffic. Even though the 

bandwidth becomes thicker, the isolation law would 

not hold. 

4.2 Delay Performance of Lower Class 

Traffic in SP Scheme

  The purpose of this subsection is to estimate the de-

lay performance of the packets of the other classes 

with respect to the delay performance of the packets 

of the highest class. In order to compare the delay per-

formance between different classes, let us define a rel-

ative value for each class. From (7) and (9), the rela-
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tive value for the delay of the BBE packet with respect 

to the EF packet is represented by (12).

               
.

1
1

211

2

ρρ −−
=

W
W

 (12)

  Note from (12) that the relative value of the mean 

waiting time of class2 packet with respect to that of 

class 1 packet is governed by just the offered load of 

class1 and 2 packets. Therefore, if the network is di-

mensioned to satisfy the mean waiting time of the 

class1 packet, we can easily estimate the mean waiting 

time of the class2 packets from tuning the offered load 

of class1 and 2 packets. In other words, if the mean 

offered load and the delay target of class1 packet is 

known a priori, one can estimate the maximum allow-

able offered load of the class2 packet under the con-

dition that the delay target of class1 packet is met, 

which is very important in the provisioning of the net-

work load profile. 

  On the other hand, both the BBE and BE traffic is 

not sensitive to the delay. However, the customers of 

BBE traffic will be more concerned with the delay 

performance of the service than that of the BE traffic. 

Therefore, let us assume some limit on the delay of 

class2 customers, and observe the delay of class3 cus-

tomers compared with that of class2 customers. The 

relative value for the delay of the BE packet with re-

spect to the BBE packet is given by (13).

            
.
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  Usually, the delay target of the BE class packet is 

undeclared. However, one can use (13) in the estima-

tion of the possible mean delay of the BE packet with 

respect to the mean delay of BBE class packet under 

the given load profile of class 1, 2, and 3 packets. In 

order to be more specific, let us assume that the EF 

class is mapped to a voice traffic, whereas the BBE 

and BE class is mapped to web browsing and the ftp 

traffic, respectively. The QoS objectives of all the 

classes in the proposed mathematical model are de-

fined in terms of delay experienced by a packet at a 

node. For voice traffic a nodal delay of 4ms is as-

sumed as a satisfactory toll quality 
[12]. For web 

browsing traffic, there exists no concrete reference for 

the objectives of the delay, yet. However, about 8 sec-

onds of round trip delay is the margin (8 seconds rule) 

for the tolerable delay, so that one-way delay is as-

sumed to be about 4 seconds. Let us observe its value 

by varying the offered load of BBE traffic. Finally, no 

SLA (Service Level Agreement) is required for the 

BE class, so that no limit on the delay of BE traffic is 

set by users or network. So, we don't have to care 

about the delay of BE traffic. 

  However, let us investigate the expected value of BE 

traffic under the various load conditions in the 

network. Note, from (5) and (7), that the waiting time 

of the highest class (W1) depends on the offered load 

of all the corresponding classes as well as some other 

parameters such as the second  moments of the service 

time of each packet.

  In 
[12], a detailed procedure for the determination of 

the load map between the voice and data traffic under 

the defined delay requirement of voice packet is given 

for two-class system. Via numerical experiment, the 

authors presented the design area for the network link. 

Therefore, we assume that W1 can be determined by a 

combination of the offered load of the corresponding 

classes.

  Fig.4 illustrates the relative value for the mean wait-

ing time of the BBE packet with respect to that of the 

EF packet when the offered load of class2 traffic is 

varied. We assumed two cases of offered load for the 

EF traffic, whose offered load is assumed to be 0.2 or 

0.4. We also assumed that the sum of the offered load 

of the two class of traffic is not greater than 0.8, so 

that ρ1+ρ2 is not greater than 0.8. Note from (12) that 

W2/W1 diverges to infinity as ρ1+ρ2 approaches to 1. 
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  As we can find from Fig.4, the mean waiting time 

experienced by class2 traffic is five times that of 

class1 traffic when the sum of the offered load of two 

classes is 0.8. In the real field, the limit on the opera-

tional region of the system load is usually not greater 

than 0.5 or 0.6, so that bandwidth provisioning is new-

ly carried out when the total offered load of a node is 

greater than 0.6 in an IP network 
[13]. If we assume 

that the limit on the operational region of the system 

load is 0.6, we can observe that the delay of class2 

traffic is 2.5 times greater than that of the class1 traf-

fic, which is located as a very satisfactory level to the 

BBE traffic. Note also that W2/W1 increases vary rap-

idly when the offered load of EF traffic increases.

  Fig.5 illustrates the relative value for the mean wait-

ing time of the BE packet with respect to that of BBE 

packet when the offered load of class3 traffic is 

varied. We assumed that the offered load ρ1 of EF 

class is fixed to be 0.2, because it is estimated that the 

offered load of EF traffic is usually not so high in a 

DiffServ network 
[12]. Let us assume that the offered 

load ρ2 of the BBE traffic is assumed to be 0.2 or 0.4. 

We also assume that the sum of the offered load from 

the total class of traffic is not greater than 0.9, so that 

ρ1+ρ2+ρ3 is not greater than 0.9.
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  Note from Fig.5 that the relative value W3/W2 for the 

mean waiting time of the BE packet with respect to 

that of BBE packet increases exponentially with the 

increase of the offered load of class3 traffic. Note also 

that W3/W2 increases exponentially with the increase 

of the offered load of class2 traffic for a given offered 

load of class3 traffic. Finally, from Fig.5, we could 

find that W3 is 8 times greater than W2 when the of-

fered load of class 3 traffic is 0.5 under the condition 

that ρ1=ρ2=0.2, the worst-case combination of the of-

fered load in this work. 

5.3 Comparison of SP scheme and 

FIFO Scheme

  Let us assume that the bandwidth of an output port is  

1Mbps. The source traffic parameters are assumed to 

be the same as in subsection 1 of this section. Fig.6 il-

lustrates the mean waiting time of the BBE (W2) and 

BE (W3) packets for the SP scheme when the offered 

loads of BBE and BE traffic are varied. The offered 

load of EF traffic is assumed to be 0.2. In the figure, 

the mean waiting time of the BBE and BE packets for 

the FIFO scheme (WFIFO is denoted as WF due to some 

problem in the presentation) is also shown. 

 

Fig.6. Mean waiting time of the BBE and BE packets

  Note that the expected delay of BBE and BE packets 

under the FIFO scheme is the same, because packets 

from both classes are buffered to the same queue and 

they are treated without priority. Note also that W2 is 

smaller than WFIFO, which is expected. Therefore, SP 

is friendly to class2 traffic compared with the current 

best effort scheme. Only class3 traffic in SP scheme 

suffers from some additional delay compared with 

FIFO scheme, because packets in class 3 traffic have 

to wait until the buffers of class 1 and class 2 traffic 

are vacant before they are being served.

Ⅴ. Conclusions

  In this work we investigated the delay performance 

of SP scheduling scheme for the DiffServ architecture 
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in IP network. By using the queuing model, we ana-

lyzed and investigated the delay performance of the 

highest and lower class traffic for the three-class SP 

scheduling algorithm. 

  Via numerical experiment, we investigated the delay 

performance of the class1 traffic, the relative delay 

performance of class2 and class3 traffic as well as that 

of class1 and class2 traffic for a diverse set of traffic 

parameters. 

  From the experiment, the following conclusions are 

obtained. First, the delay performance of highest-class 

traffic is very satisfactory if one adopts an SP scheme 

for the voice traffic and when the link capacity is in 

the order of tens of Mbps or higher, under which con-

dition it is futile to worry about the delay performance 

for the voice traffic. Note however, that the delay per-

formance of highest-class traffic for an SP scheme is 

dependent on the offered load of the lower class 

traffic. Therefore, contrary to the conventional wis-

dom, SP scheme can not definitely isolate the high-

est-class traffic from the lower classes of traffic, and 

care must be taken in provisioning the bandwidth re-

source to lower classes of traffic in a multi-service 

network. 

  Second, the delay performance of lower classes of 

traffic is sufficiently acceptable to the users of data 

traffic such as the Web browsing and ftp under the 

low load of EF traffic, and we can argue that SP is not 

so negligent in the service of lower class traffic. 

Therefore, we can say that the vindication of SP 

scheduling scheme is reasonable, and SP is not negli-

gent in caring for the data traffic, especially the class 2 

traffic.     

  In addition, from the comparison of the delay per-

formance of SP scheme and FIFO scheme, we found 

that the delay performance of the class 2 traffic in SP 

scheme is better than that of the FIFO scheme when 

the offered loads of class 2 and class 3 traffic increase, 

which illustrates that SP scheme is not detrimental to 

class 2 traffic if a DiffServ architecture is introduced 

to a multi-service network. The results can be utilized 

and applied to the design of multi-service network of 

the future Internet as a baseline for the network re-

source dimensioning.  

  The future research area includes the investigation of 

the relationship between the waiting times of the low-

er class traffic with respect to the different values of 

the required target value of the traffic from highest 

class. 
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