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Interleaver Design of Punctured RA-Type LDPC Codes
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ABSTRACT

In this paper, we analyze the cycle structure of punctured finite-length RA-type LDPC codes and design 

interleavers which have good memory efficiency and avoid short cycles. Furthermore, we introduce the 

check-node merging scheme for punctured finite-length RA-type LDPC codes and design simple interleavers. 

Simulation results show that punctured finite-length RA-type LDPC codes using the proposed simple interleavers 

have better performance than those with random and S-random interleavers.
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Ⅰ. Introduction

LDPC codes have been the main research topic be-

cause they show the capacity approaching perform-

ance with feasible decoding complexity. To achieve 

fast encoding, many RA-type LDPC codes have been 

proposed such as RA, IRA, concatenated zigzag 

(CZZ) and irregular CZZ (ICZZ) codes
[1]-[4].

The construction methods of LDPC codes can be 

divided into two main classes: random (or pseudoran-

dom) constructions and algebraic constructions. The 

S-random construction is a pseudorandom con-

struction with the restriction that any two input posi-

tions within distance S cannot be permuted to two out-

put positions within distance S. Generally, we choose 

   where  is the interleaver size[5]. Note that 

it becomes pure random interleaver if   . Random 

and S-random interleavers have to be found by com-

puter search and  stored in large memory, which im-

plies more complex implementatin. Another problem 

with S-random interleavers is that their existence is 

not always guaranteed. To avoid these problems, re-

searchers have considered deterministic constructions 

that can generate codes on the fly, such that the codes 

can be analyzed a priori and perform as well as ran-

dom interleavers. Block interleavers
[6] and linear inter-

leavers[7] are well-known deterministic interleavers. 

For some component codes and short frame size, 

block and linear interleavers, with properly chosen pa-

rameters, perform better than random interleavers
[8].

Puncturing is the widely used scheme to achieve 

various code rate for LDPC codes, which has many 

applications such as hybrid automatic repeat request 

(HARQ), adaptive modulation and coding (AMC), 

etc. However, punctured LDPC codes show worse 

performance degradation as the puncturing ratio be-

comes higher. Recently, a systematic puncturing 

scheme for LDPC codes with finite block lengths was 

proposed
[9]. Short cycles in Tanner graphs prevent the 

sum-product decoding algorithm from converging to 

the optimal decoding result and produce error floor. 

Therefore, in this paper we analyze the cycle struc-

tures of punctured RA-type LDPC codes and design 

simple interleavers which can avoid short cycles to 

improve the performance of punctured codes.

The outline of this paper is as follows. In Section 

II, we will introduce the check-node merged Tanner 

graph and analyze the short cycle structure of punc-

tured RA-type LDPC codes. In Section III, we design 

simple interleavers of punctured finite-length RA-type 

LDPC codes to avoid short cycles. Simulation results 

are presented in Section IV and the conclusion is giv-

en in Section V.
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Ⅱ. Cycle Analysis of Punctured 

RA-type LDPC Codes

Tanner graph of punctured RA-type LDPC code 

can be simplified by removing punctured parity nodes 

and merging check nodes, that is called the 

check-node merged Tanner graph
[10]. For the RA-type 

LDPC codes, the check nodes connected to the punc-

tured degree-2 parity nodes can be merged as in Fig. 

1. Thus, it is possible for the punctured RA-type 

LDPC codes to be decoded using the sum-product al-

gorithm on the check-node merged Tanner graph as 

in Fig. 1 (b) instead of Fig. 1 (a).

We denote a puncturing pattern by  ⋯  

where   is the distance between the th and the 

st unpunctured parity nodes. Then, the puncturing pat-

tern in Fig.1 (a) becomes . In this paper, for sim-

plicity, we will consider only the regular puncturing 

pattern . Note that if the check node degrees are 

almost the same, this regular puncturing gives the best 

performance. Next, we will analyze the cycle struc-

tures of punctured RA, IRA, CZZ and ICZZ codes.

... ... 

6 7 148 9 10 11 12 13

2 3 4 5 1 

: Parity nodes 

: Check nodes 

: Information nodes 

(a) Tanner graph of punctured code.

... ...

1 2 3 4 5 

9 146 

(b) Check-node merged Tanner graph.

Fig. 1. Two equivalent Tanner graphs of punctured 
RA-type LDPC code. (White circle denotes the punctured 
node.)

2.1 Cycle Structure of Punctured RA 

and IRA Codes

An RA code of  information bits and  codeword 

bits is denoted by -RA code[1]. Fig. 2 shows 

the check-node merged Tanner graph of a -RA 
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: Information nodes 

Fig. 2. Check-node merged Tanner graph of -RA 
code punctured by .

code punctured by  where  denotes the inter-

leaver, i.e., permutation from   to   with   be-

ing the integers modulo .

In IRA codes, the degrees of information nodes are 

not constant  but the cycle structure of IRA code 

can be similarly analyzed as RA code.

Next we will analyze the cycles of RA codes up 

to length 6. From now on, to calculate the absolute 

value of , the values of  and  are 

regarded as the ordinary integer numbers, even though 

 and  are calculated using modulo  

arithmetic.

2.1.1 Cycles of length 2

The necessary condition for the existence of a cycle 

of length 2 is as follows. 

              (1)

where ≤ ≠     for some ∈ ⋯  .

2.1.2 Cycles of length 4

There are two types of cycles of length 4 and the 

necessary conditions for the existence of a cycle of 

length 4 are as follows.

Type-I:            and  

′′, 
Type-II: ′                  (2)

where ≤≠′ and ≤≠′ 
for some ≠∈ ⋯ .

2.1.3 Cycles of length 6

There are three types of cycles of length 6 and the 

necessary conditions for the existence of a cycle of 

length 6 are as follows.
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Type-I: , , and

, 

Type-II:  and   

′′, 
Type-III: ′                    (3)

where ≤≠′, ≤≠′ and 

≤ for some ≠≠∈ ⋯ .  

2.2 Cycle Structure of Punctured CZZ 

and ICZZ Codes

Fig. 3 shows the check-node merged Tanner graph 

of  -CZZ code punctured by  where  

is the number of component zigzag codes and  

is the check node degree.   denotes the interleaver 

for the th zigzag code, ≤≤, i.e., permutation 

from   to   where  is the number of information 

bits. ICZZ codes
[4] are different from CZZ codes in 

the sense that the number of information bits entering 

into each zigzag encoder can be different and also 

different zigzag codes can be used as component 

codes. However, cycle structures of ICZZ codes can 

be similarly analyzed as CZZ codes. Next we will 

analyze the cycles of CZZ codes up to length 6.
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Fig. 3. Check-node merged Tanner graph of - 
CZZ code punctured by 

In CZZ codes, since there are no parallel edges be-

tween an information node and a check node, punc-

tured CZZ codes do not have a cycle of length 2.

2.2.1 Cycles of length 4

The necessary condition for the existence of a cycle 

of length 4 is as follows.

       and  

                            (4)

for ≠ and some ≠∈ ⋯ . 

2.2.2 Cycles of length 6

There are two types of cycles of length 6 and the 

necessary conditions for the existence of a cycle of 

length 6 are as follows.

Type I:   ,

, and 

  , 

Type II:    and 

                  (5)

for ≠≠ and some ≠≠∈ ⋯ .

Ⅲ. Simple Interleaver Design

The interleaver plays a fundamental role for the 

performance of LDPC codes. In this section, by using 

the permutation polynomials such as those given in 

[8] and [11] we design simple polynomial interleavers 

for punctured finite-length RA-type LDPC codes such 

that short cycles can be avoided.

Theorem 1 [8]:

(a)  is a permutation polynomial of degree  

over the integer ring 


 if and only if  

is a permutation polynomial over   and 

′≠ for all integers ∈


.

(b) For any 
  




 where  ’s are distinct prime 

numbers,  is a permutation polynomial 

modulo  if and only if  is also a permuta-

tion polynomial modulo 
 for all .

Theorem 2 [11]: If  is a divisor of , then there 

exists no permutation polynomial  of degree .

Let  where  is the number of information 

bits and  is the repetition number. 

3.1 Interleavers for Punctured RA and 

IRA Codes

Let  where   and  is any prime 

number. Then we can design polynomial interleavers 

of length  for ×  -RA codes by using 
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Theorem 1. The following Fact 1 is a special case 

of this theorem when   and   .

Fact 1: For the  ×  -RA code,

    
 

  ⋯     mod  ×  

can be an interleaver if  ≠,   is odd,   ⋯ 

is even, and   ⋯ is even.

Interleaver design for RA codes using Fact 1.

(a) If there is no solution of (1), the interleaver 

 can avoid the cycles of length 2.

(b) If there is no common solution of (2), the inter-

leaver  can avoid the Type-I and Type-II cy-

cles of length 4.

(c) If there is no common solution of (3), the inter-

leaver  can avoid the Type-I, Type-II and 

Type-III cycles of length 6.

To remove cycles of length 2, let 

≤≠≤, where 

∈⋯, and design  such that there is no 

solution of (1). Namely,  ∩⋯.

To remove cycles of lengths 2, 4 and 6, the inter-

leavers of punctured RA and IRA codes can be de-

signed similarly to the above method.

3.2 Interleavers for Punctured CZZ and 

ICZZ Codes

Fact 2: 

   
  

  ⋯   mod  where 

≤≤ can be interleavers for CZZ codes if  is 

a permutation polynomial modulo  for all .

Interleaver design for CZZ codes using Fact 2.

(a) If there is no common solution of (4) for all 

≠, then ⋯  can avoid the cycles of 

length 4.

(b) If there is no common solution of (5) for all 

≠≠, then ⋯  can avoid the Type-I 

and Type-II cycles of length 6.

To remove cycles of length 4, first define two sets  

   ≤≠,

 ≤≠.

Design   and such that there is no solution sat-

isfy (4). Namely,   and  are disjoint for any pair 

 .

To remove cycles of lengths 4 and 6, the inter-

leavers of punctured CZZ and ICZZ codes can be de-

signed similarly to the above method.

Ⅳ. Simulation Results

As mother codes, systematic  -RA and  

-CZZ codes of rate  are used and they are punc-

tured by the puncturing patterns (2), (4), and (8) to 

achieve the code rates ,  and . All degree-2 

polynomial interleavers in Table I achieve the girth 

10 for mother codes of rate , but for punctured 

codes of rates ,  and , they can have cycles 

of lengths 2, 4, 6 and 8. All degree-1 polynomial inter-

leavers in Table II achieve the girth 10 for mother 

codes of rate , but for punctured codes of rates 

,  and , they can have cycles of lengths 4, 

6 and 8. For the simulation, BPSK modulation, 

sum-product algorithm, maximum 30 iterations, and 

AWGN channel are assumed. In Fig. 4, RA code us-

ing R1 polynomial interleaver in Table I shows better 

performance than the other polynomial, random, and 

S-random interleavers. In Fig. 5, CZZ code using C1 

polynomial interleaver in Table II shows better per-

formance than the other polynomial, random and 

S-random interleavers. 

Table 1. Girth Of Punctured Systematic -Ra 
Codes With =1024 For Degree-2 Interleavers

1/5 1/3 1/2 2/3
R1: 32x 2+15x+1 10 8 8 8
R2: 40x 2+9x+1 10 6 6 4
R3: 128x2+63x+1 10 6 4 2

Table 2. Girth Of Punctured -Czz Codes With 
=1000 For Degree-1 Interleavers

1/5 1/3 1/2 2/3
C1: 3x+1, 11x+1,  
    39x+1, 141x+1

10 8 8 8

C2: 3x+1,11x+1, 
    79x+1, 109x+1

10 8 6 6

C3: x+1, 3x+1, 
    17x+1, 19x+1

10 6 4 4
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Fig. 4. Performance of punctured systematic - 
RA codes using various interleavers.
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Fig. 5. Performance of punctured -CZZ codes with 
=1000 using various interleavers.

Ⅴ. Conclusion

In this paper, we analyze the cycle structure of vari-

ous punctured finite-length RA-type LDPC codes and 

design simple polynomial interleavers which have 

good memory efficiency and avoid short cycles. 

Simulation results show that well-designed simple 

polynomial interleavers have better performance than 

the random and S-random interleavers. As a future 

work, it is interesting to find permutation polynomials 

for the various code lengths, which are suitable as 

the interleavers of RA-type LDPC codes.
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