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요   약

이기종 무선망에서의 수직적 핸드오프는 전송지연시간과 전송대역의 큰 변화를 가져온다. 이로 인하여, 오인된 

재전송과 대역의 비효율적 사용을 유발시키며, 결국 TCP 의 성능을 크게 저하시킨다. 본 논문에서는 이러한 문제

점을 해결하기 위하여, 각 무선망에서 사용되었던 TCP 상태 변수 값들을 분리하여 저장하는 방법을 제안하였다. 

이기종 무선망간의 수직적 핸드오프 시, 해당 무선망에서 사용되어 저장되었던 TCP 상태 변수 값들이, 현재 동작

하는 TCP 상태 변수 값들로 전환되어 사용된다. 시뮬레이션 분석을 통하여, 제안된 TCP 혼잡제어가 수직적 핸드

오프에 대하여 TCP 성능 저하가 발생하지 않았으며, TCP SACK과 비교하여 전송률에서 좋은 성능을 보여주었다. 

Key Words : Vertical Handoff, Tcp, Heterogeneous Networks.

ABSTRACT

The heterogeneous wireless access networks has been envisioned to characterize the future wireless networks. 

In such environments, TCP(Transmission Control Protocol) has to experience poor end-to-end performance 

because bandwidth and link delay change suddenly when a mobile node moves over different types of wireless 

networks, which is called vertical handoff. In this paper, we propose a new TCP which maintains each set of 

congestion control variables, which we call TCP context, for each type of wireless network. The proposed TCP 

can switch the TCP context against vertical handoff in order to adjust quickly to a newly arrived network. In 

simulations, the proposed TCP has higher throughput than TCP SACK(Selective Acknowledgment Options) due 

to its great features to vertical handoff situations.
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Ⅰ. Introduction

In coming near future networking era, multiple 

different types of wireless networks are expected 

to be overlaid, with each providing varying access 

bandwidth and coverage level. A mobile node in 

a vehicle or a human-hand moves over two or 

more different types of the wireless networks, and 

we refer to such a procedure that handles handoff 

between them as vertical handoff
[1-4]. Specially, 

we call it downward vertical handoff when a 

mobile node moves from a lower bandwidth 
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providing network to a higher, and upward 

vertical handoff when vice versa. 

A mobile node has to experience drastic 

changes of bandwidth and link delay by the 

vertical handoff. This produces a bunch of packet 

reordering, link underutilization, packet overflows, 

and spurious timeout for TCP. This results in 

serious degradation on end-to-end performance 
[5-8]. TCP SACK shows better performance than 

TCP Tahoe and TCP Reno to the vertical handoff 

due to its great performance against the multiple 

packet losses that can be produced by lots of 

packet reordering
[9]. Regardless of its superiority 

to vertical handoffs among TCP variants, TCP 

SACK cannot avoid completely the problems of 

link underutilization on downward vertical handoff 

and spurious timeout on upward vertical handoff, 

respectively.

To reduce performance degradation against 

vertical handoff, TCP has to adapt quickly its 

sending rate to a newly arrived network without 

producing spurious timeout
[10]. proposed to revise 

TCP receiver. The revised receiver recognizes 

vertical handoff and regulates the number of 

ACK(Acknowledgment)s sending back to TCP 

sender, which results in not only controlling the 

sending rate from the sender, but also eliminating 

spurious timeout. To recognize the vertical 

handoff incident, and adapt quickly to the 

changed bandwidth, the revised receiver estimates 

bandwidth exactly, and the estimated bandwidth 

gives a hint for the vertical handoff incident. 

However, the estimation of bandwidth which was 

just assumed in
[10] requires long measuring time to 

be accurate, so much considerations should be 

required for the estimation.

[8] and [11] proposed to revise TCP sender, 

and they both used Slow-Start scheme to adapt 

quickly to a newly arrived network. However, 

they did not consider SSTHRESH(Slow-Start 

THRESHOLD) for the newly arrived network, so 

the Slow-Start without proper SSTHRESH can 

results in link underutilization or network 

overload. [12] also proposed to revise TCP sender 

and use SlowStart scheme. Moreover, they 

proposed to reconfigure SSTHRESH on every 

vertical handoff. They estimated bandwidth-delay 

product to figure out the new SSTHRESH. But 

they used only a few ACKs to estimate it, so the 

accuracy could be a problem because it needs 

many packets with enough time to measure and 

estimate bandwidth-delay product accurately.

Estimating bandwidth and link delay needs 

enough time to be accurate, but TCP has to 

respond very quickly against vertical handoff 

because the poor end-to-end performance situation 

occurs immediately after vertical handoff. To meet 

these requirements, we propose a new TCP, 

named Context-Switching TCP, which does not 

estimate bandwidth or link delay to adapt to a 

newly arrived network. It maintains each set of 

TCP variables dedicated for each type of wireless 

networks. If a mobile node moves over two types 

of wireless networks, for example, two separated 

sets of TCP variables are maintained.

Context-Switching TCP replaces the running set 

of TCP variables by the proper set on vertical 

handoff. Then, it does not suffer from the drastic 

changes of bandwidth and link delay by the 

vertical handoff. To detect vertical handoff 

incident, it uses handoff triggering information 

directly from link layer. So it can detect the 

vertical handoff incident promptly and what 

network interface is turned on exactly. This 

enables Context-Switching TCP to select the 

proper set of TCP variables.

Ⅱ. The Proposed TCP

We define a new term in this paper, context, 

as a set of variables which represent an 

end-to-end status and are used for TCP congestion 

control. For example, a pair of CWND(Congestion 

WiNDow) and RTO(Retransmission TimeOut), two 

of TCP variables, can be a context.

In the environment where WLANs(Wireless 

LANs) are overlaid by a cellular network, WLAN 

context and cellular context can be expressed by 
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Fig. 1. Upward Vertical Handoff in CWND-RTT Domain: 
Context-Switching TCP canswitch the context from WLAN 
to cellular network immediately after upward vertical 
handoff (dashed line), then it has to adapt itself to cellular 
network within cellular context (solid line). TCP has to 
adapt the sudden changes between WLAN context and 
cellular context (solid line), so it has to experience the 
poor end-to-end performance on vertical handoff. The same 
scenario can be applied to downward vertical handoff in 
opposite direction.

an area of CWND-RTT domain shown in Fig.1. 

WLAN provides higher bandwidth and shorter 

RTT(Round Trip Time) with smaller coverage 

than cellular network, so WLAN context locates 

at left top area and cellular context locates at 

right bottom area. The two contexts are not quite 

close with each other, so TCP has to adapt to 

the extremely different context immediately after 

downward and upward vertical handoff. 

In a conventional wired network, the context in 

a TCP connection is changed only by network 

congestion. The context change is recognized by 

3 duplicate ACKs or RTO expiration. In 

heterogeneous wireless networks, vertical handoff 

causes the total change of the context as shown 

in Fig.1. However, TCP cannot recognize the 

vertical handoff, instead it is recognized as the 

conventional network congestion like 3 duplicate 

ACKs or RTO expiration. If we can differentiate 

the context change by vertical handoff from by 

network congestion, we can avoid unnecessary 

degradation of TCP performance against vertical 

handoff. 

Context-Switching TCP provides a means to 

receive a handoff triggering signal from link 

layer, and it can know where a mobile node 

stays and which context it has to use there. Then 

it can change its context between WLAN and 

cellular network immediately after downward and 

upward vertical handoff without performance 

degradation. In this paper, we assumes that we 

have two overlapping wireless networks, cellular 

network and WLAN.

2.1 Context Composition

On a downward vertical handoff, TCP suffers 

from underutilization, and that is caused by the 

change of bandwidth. After the downward vertical 

handoff, the bandwidth a mobile node can achieve 

is much higher than before, but CWND is still 

optimized to cellular network. So it cannot utilize 

the bandwidth as much as WLAN can provide. 

On an upward vertical handoff, TCP suffers from 

spurious timeout and buffer overload, and those 

are caused by the changes of RTT and 

bandwidth. The prolonged RTT causes RTO 

expiration, so TCP has to begin Slow-Start phase. 

During RTO period and Slow-Start phase, TCP 

cannot send data as much as the cellular network 

can provide. Based on the negative impact of 

vertical handoff on TCP performance, the context 

should be comprised of following three items.

- CWND: After upward or downward vertical 

handoff, bandwidth becomes much smaller or 

larger than before, respectively. But CWND of 

TCP sender is optimized for the bandwidth of 

previously stayed network. This causes buffer 

overload or underutilization. Therefore, CWND 

should be considered as a component of context.

- sRTTand RTTvar: After upward vertical 

handoff, the drastic prolonged RTT causes RTO 

expiration. RTO calculation is based on sRTT 

(smoothed RTT) and RTTvar(RTT variation) 

which are the average and the variation of 

measured RTT
[13]. To prevent RTO expiration, 

sRTT and RTTvar should be replaced by the 

proper ones immediately after upward vertical 

handoff. However, there is no need to consider 

RTO expiration on downward vertical handoff. 

Therefore, sRTT and RTTvar are considered as a 

component of context only for upward vertical 

handoff.
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Fig. 2. The Structure of Context-Switching TCP: When a 
mobile node stays at cellular network, for example, cellular 
interface turns on and Context-Switching TCP uses cellular 
context for congestion control later on. One context per a 
network interface is maintained separately.

- SSTHRESH: While a mobile node stays at a 

new wireless network after a vertical handoff, it 

may experience packet losses and RTO expiration 

with SSTHRESH still optimized to the previously 

arrived network. Then Slow-Start after the RTO 

expiration may overload or underutilize the newly 

arrived network due to the wrong SSTHRESH. 

Therefore, SSTHRESH should be considered as a 

component of context.

As a result, WLAN context is comprised of 

CWND and SSTHRESH, and cellular context is 

comprised of CWND, sRTT and RTTvar, and 

SSTHRESH. They should be replaced by the 

proper ones at the moment of vertical handoff.

2.2 The Protocol Structure 

Fig. 2 shows the proposed structure of 

Context-Switching TCP. It consists of WLAN 

context and cellular context, Vertical Handoff 

Management, and existing TCP variables. 

Context-Switching TCP uses handoff triggering 

information of link layer. Without the information, 

it cannot tell handoff incidents from network 

congestions. With the information, it can detect a 

handoff incident exactly and can differentiate 

them. Link layer and transport layer can 

communicate with a shared memory, else other 

inter-process communication methods, or 

interrupt-driven notification methods. We leave it 

without proposed in this paper because any 

possible way can be used for this purpose.

When a mobile node moves over cellular 

network and WLAN, the cellular interface or the 

WLAN interface in the mobile node detects a 

handoff and notifies it to Context-Switching TCP. 

Using the handoff triggering information, 

Context-Switching TCP can select the proper 

context for a newly arrived network. That is, a 

mobile node will use the recorded cellular context 

when it arrives at a cellular network, or the 

recorded WLAN context at a WLAN. The 

number of context to be maintained depends on 

the number of types of wireless networks over 

which a mobile node moves.

Vertical Handoff Management has two 

functions, SELECT and SWITCH. SELECT 

function selects the proper context with the 

received layer 2 handoff triggering. SWITCH 

function replaces current running TCP variables 

by the selected context. If it is the first visit to 

cellular network or WLAN, Context-Switching 

TCP does not have the corresponding context yet. 

Without it, Context-Switching TCP has exactly the 

same behavior with TCP SACK. On the second 

or subsequent visits to the networks, 

Context-Switching TCP can retrieve the context 

recorded, and it is expected to achieve 

performance gain because no RTO expiration 

occurs and CWND begins increasing from the 

proper context.

We also need to consider the way of notifying 

a handoff incident to TCP sender if a mobile 

node is TCP receiver. In
[5], they proposed to use 

TCP option field for this purpose. Using 2 bits of 

the option field, a mobile node can notify 3 

states such as normal state, horizontal handoff, 

and vertical handoff to the sender. However, this 

idea cannot distinguish a downward vertical 

handoff and an upward vertical handoff. In
[11], 

they proposed to monitor and estimate the link 

capacity to detect a handoff incident, and also 

proposed to use ACKs to piggyback the detected 

incident to the sender. However, this idea cannot 

distinguish a handoff from network congestion 

exactly and promptly because using traffic 
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Fig. 5. Simulation Topology and Scenario

monitoring to estimate the link status needs long 

time for accurate decision.

Fig. 3. The Pseudo Code of Context-Switching TCP at 
Sender

Fig. 4. The Pseudo Code of Context-Switching TCP at 
Receiver

We propose to use 2 bits of TCP option field 

as[5] did to notify handoff incidents to TCP 

sender. 

We propose to use 3 states such as normal 

state, downward handoff, and upward handoff. 

The 2 states, downward and upward vertical 

handoff, can give a decision to select which 

context should be selected. 

Additionally, we need to consider the case that 

both TCP sender and receiver can move and issue 

vertical handoff. The sender receives ACK 

piggybacking the notification of downward vertical 

handoff from the receiver, but the sender still 

stays at cellular network, or moves to cellular 

network. Then the sender of Context-Switching 

TCP has to select cellular context rather than 

WLAN context. For this purpose, Vertical 

Handoff Management of Context-Switching TCP 

has to decide to select WLAN context only when 

the sender and the receiver of Context-Switching 

TCP both stay at WLAN. The pseudo code of 

Context-Switching TCP is described in Fig.3 and 

Fig. 4.

Ⅲ. Performance Analysis

In this section, we evaluate the performance of 

Context-Switching TCP by comparing with TCP 

SACK. The adaptation of CWND and RTO 

against vertical handoffs are analyzed, and each 

throughput achieved at WLAN and cellular 

network is compared with TCP SACK.

3.1 Simulation Environment

Fig.5 shows the topology of nodes and the 

scenario used in the simulations in this section. 

For the data rate and latency within cellular 

network, CDMA2000 1X increase data rates to as 

much as 614Kbps. The first implementation of 

CDMA2000 1X is expected to yield data rates up 

to 153.6 Kbps. The data rate within GPRS 

cellular network is between 30 and 50 Kbps, as 

mentioned in
[7]. 144 Kbps is used as the data rate 

of cellular network in
[8]. The latency is mentioned 

between 500 and 3000ms as round trip time in[7], 

and 300ms is used for the simulation in[8]. For 

the data rate and latency within WLAN are 

mention between 5 and 7Mbps, and between 5 

and 40ms, respectively, in
[7]. 2Mbps and 100ms 

are used for data rate and latency of the 

simulation in
[8]. 

From this previous uses for the data rate and 

www.dbpia.co.kr



논문 / 이기종망간의 수직적 핸드오프에 대한 상태전환 방식의 TCP 혼잡제어방안

705

Fig. 6. CWND Curves of TCP SACK(upper) and 
Context-Switching TCP(lower)

latency, We suppose the wireless link of cellular 

network is 600 ms latency and 300 Kbps data 

rate, and the wireless link of WLAN is 60 ms 

latency and 10 Mbps data rate. This cannot 

emulate cellular network and WLAN exactly, but 

could be enough for the comparison with each 

other as simulation model. All other wired links 

are supposed to be 10 ms latency and 100 Mbps 

data rate. The maximum segment size is 1460 

bytes which is the most popular used value. The 

simulations are done with ns-2.

With the topology, we have a scenario that a 

mobile node downloads data from a Correspondent 

node while it moves from a cellular network into 

a WLAN overlaid by the cellular network, then 

moves back to the cellular network, and finally 

gets to the WLAN in the coverage of the same 

cellular network. During this period, the mobile 

node issues one upward and two downward 

vertical handoffs while the TCP connection is 

sustained. The durations are all 60 seconds for 

the cellular network and the WLAN. The 

achievable bandwidth for the second visit to 

WLAN and cellular network is the same with the 

first one. In the subsection 3.3, we analyze the 

situation that the achievable bandwidth at the 

second visit is different with the first one.

3.2 Result and Discussion

Fig.6 shows CWND curves. In T1 and T2 

when a mobile node visits a cellular network and 

a WLAN firstly, Context-Switching TCP and TCP 

SACK show the same shape. While TCP SACK 

just leaves the cellular network and the WLAN, 

Context-Switching TCP records the last contexts 

of the networks immediately before leaving, and 

uses them for next subsequent visits to them.

In the second visit to cellular network (at T3), 

TCP SACK goes into Slow-Start phase due to 

RTO expiration because RTO must be optimized 

to that of WLAN at T2, and RTT received at T3 

should be much larger than the RTO. On the 

other hand, Context-Switching TCP can continue 

the last state of the first cellular network by 

retrieving the recorded context of the cellular 

network, so it does not experience RTO 

expiration(by change of sRTT and RTTvar) and 

can shrink sending rate promptly(by change of 

CWND). In the second visit to WLAN (at T4), 

TCP SACK linearly increases CWND from very 

low value, but Context-Switching TCP can 

continue the last high CWND(by change of 

CWND). The Fig.7 shows the RTO curves. sRTT 

and RTTvar are used to calculate RTO value, 

which is shown in Eq.(1), where   is 1/8,   is 

1/4, and  is 4 
[13,14].

×
  ××
 ××

  (1)

TCP SACK experiences RTO expiration(noted 

by “Spurious Timeout Occurs” in Fig.7) 

immediately after a mobile node issues an upward 

vertical handoff. When a mobile node moves to 

the second cellular network, RTT becomes much 

long by the inherent delay of the cellular 

network. To prevent the RTO expiration, RTO 

should be large suddenly to wait for ACK 

segments that could arrive but takes long latency 

due to the suddenly changed path. But sRTT and 

RTTvar cannot become large suddenly enough to 

make RTO to be large as shown in Fig.7. On the 

other hand, Context-Switching TCP does not have 

any RTO expiration. It records the last sRTT and 

RTTvar when it leaves cellular network. Those 

two values are retrieved when it moves back to 

the cellular network, and they prevent RTO 

expiration.
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Fig. 7. RTO Curves of TCP SACK(upper) and 
Context-Switching TCP(lower): TCP SACK has a spurious 
RTO expiration, but Context-Switching TCP has no RTO 
expiration for the same situation.

The end-to-end throughput is shown in Table 1. 

Context-Switching TCP has no performance gain 

in the first cellular network and WLAN because 

it is the first visit and there is no context 

recorded yet. Context-Switching TCP, however, 

has 21.4% and 10.0% performance gain for the 

second visits to cellular network and WLAN 

respectively. Using the recorded context, Context- 

Switching TCP can adapt itself quickly to 

subsequently visited networks.

Fig. 8 shows TCP throughput to handoff 

frequency. The upper figure is the achieved TCP 

throughput after downward vertical handoffs, and 

the lower figure is after upward vertical handoffs. 

Context-Switching TCP has higher performance 

gain for more frequent handoffs. As handoff 

frequency increases from 0.5 to 2.0, the 

performance gain increases from about 5% to 

about 22% for downward vertical handoffs, and 

from about 8% to about 63% for upward vertical 

handoffs. The performance gain increases almost 

linearly as shown in Fig. 8. That is, the gap 

between two curves in two figures gets bigger 

linearly. A mobile node using Context-Switching 

TCP is expected to have linearly higher 

performance gain in a situation that needs more 

frequent handoffs. This means that Context- 

Switching TCP will be used beneficially for 

mobile nodes moving fast over heterogeneous 

wireless networks.

Fig. 8. Throughput Curves of TCP SACK and Context- 
Switching TCP

Table 1. Performance Gain of Context-Switching TCP; 
Gain means how much Context-Switching TCP earns more 
than TCP SACK. It is expressed by the percentage(%) of 
bytes transferred more than TCP SACK by Context- 
Switching TCP over the bytes transferred by Context- 
Switching TCP.
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Fig. 9. Throughput Curves of TCP SACK and 
Context-Switching TCP

Fig. 10. CWND curves of TCP SACK(upper) and 
Context-Switching TCP(lower): A mobile node arrives a 
WLAN proving lower bandwidth(5Mbps) than that of 
previously arrived WLAN(10Mbps).

3.3 Validation of Reuse of Recorded 

TCP context

The achievable bandwidth at WLAN depends 

on the distance between AP(Access Point) and a 

mobile node, how many other nodes are trying to 

send data or requesting bandwidth, and the 

version of 802.11
[15,16]. And the bandwidth 

assigned in the cellular network is no longer 

fixed but is variable and is dependent on the 

channel allocation policy in the radio network 

controller and the condition of radio links, like 

EGPRS(Enhanced General Packet Radio Services) 

that offers packet-switched data transmission with 

rates ranging from 8.8 kbps to 59.2 kbps per 

channel by choosing appropriate coding schemes 

according to the condition of the radio link
[17].

The recorded TCP context does not exactly 

represent the network condition at the moment on 

arriving at wireless network after vertical handoff. 

However, applying recorded TCP context is much 

better than just continuing the last TCP context of 

different type of wireless network. The difference 

between two TCP contexts before and after 

vertical handoff is so huge that it produces link 

underutilization on downward vertical handoff and 

RTO expiration on upward vertical handoff.

We vary achievable bandwidth at WLAN and 

measure TCP throughput. After downward vertical 

handoff, Context-Switching TCP can continue the 

last WLAN context by retrieving the recorded 

WLAN context. But the newly arrived WLAN 

can provide higher bandwidth or lower bandwidth 

than the bandwidth which can be expected by the 

recorded WLAN context. The throughputs which 

TCP SACK and Context-Switching TCP can 

achieve for the differently provided bandwidth are 

shown in Fig. 9. The achieved bandwidth at the 

previously arrived WLAN is 10Mbps. 

In case that the achievable bandwidth becomes 

higher than the last WLAN context, Context- 

Switching TCP can earn more throughput gain 

because TCP SACK requires longer time for 

CWND to get to the higher achievable bandwidth 

while Context-Switching TCP does not need the 

additional time to get to the higher achievable 

bandwidth. The throughput gap between Context- 

Switching TCP and TCP SACK becomes much 

bigger as the achievable bandwidth becomes 

higher.

In case that the achievable bandwidth becomes 

lower than the last WLAN context, Context- 

Switching TCP makes WLAN congested because 

it sends more segments than the achievable 

bandwidth. This results in 3 dupicate ACKs and 

cutting down of CWND by half as shown Fig. 10. 

Even though Context-Switching TCP experiences 

the congestion and cutting down of CWND, its 

performance still shows better than or at least 

equal to TCP SACK as shown in Fig. 9.

As a result, a mobile node using Context- 

Switching TCP is expected to have much higher 

performance gain in the situation that WLAN can 
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provide more bandwidth than previously arrived 

WLAN, and also expected to have better or at 

least equal performance even in the situation that 

WLAN can provide lower bandwidth than 

previously arrived WLAN. The same results are 

expected for cellular network.

Ⅳ. Conclusions

In heterogeneous wireless networks, vertical 

handoff makes the performance of TCP degraded 

due to the sudden changes of bandwidth and link 

delay in an end-to-end path. In this paper, we 

propose a new TCP, named Context-Switching 

TCP, that can switch promptly its congestion 

controlling variables to adapt quickly to a newly 

arrived network after vertical handoff. 

Context-Switching TCP has better performance 

than TCP SACK for both downward and upward 

vertical handoff because it does not experience 

link underutilization, network overload, and 

retransmission timeout which TCP SACK has to 

experience. Context-Switching TCP achieves 

linearly higher performance gain as the frequency 

of handoff incidents increases. We can expect 

from the results that Context-Switching TCP will 

be used beneficially for mobile nodes moving fast 

over heterogeneous wireless networks. We also 

show that its performance is better than or at 

least equal to TCP SACK in the situation that it 

can be provided different bandwidth at WLAN 

from the previously arrived WLAN.
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