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ABSTRACT

This paper proposes a regional feature preserving adaptive interpolation algorithm for natural images. The 

algorithm can be used in resolution enhancement, arbitrary rotation and other applications of still images. The 

basic idea is to first scan the sample image to initialize a 2D array which records the edge direction of all 

four-pixel squares, and then use the array to adapt the interpolation at a higher resolution based on the edge 

structures. A hybrid approach of switching between bilinear and triangulation-based interpolation is proposed to 

reduce the overall computational complexity. The experiments demonstrate our adaptive interpolation and show 

higher PSNR results of about max 2 dB than other traditional interpolation algorithms.
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Ⅰ. Introduction

Image interpolation has wide range of 

application areas in many image processing 

systems. For digital images, interpolation is 

necessary to increase the sampling rate of an 

image signal. It is also required in any geometric 

transformation or warping of images.

A good interpolation algorithm should be able 

to recover the clear edge and suppressing the 

artifacts around edges. And it should be 

computationally efficient both in time and in 

memory. 

Various algorithms for image interpolation have 

been proposed in the literature. Traditional 

techniques, such as pixel replication, bilinear or 

bicubic
[1] interpolation, are based on 

space-invariant models. A lot of algorithms have 

been proposed to improve the magnification 

results. Iterative methods such as PDE-based 

schemes
[2-3] and projection onto convex sets 

(POCS) schemes
[4-5] constrain the edge continuity 

and find the appropriate solution through 

iterations. Orthogonal transform methods focus on 

the use of the discrete cosine transform (DCT)
[6-7]. 

Edge-directed interpolation techniques[8-12] 

employ a source model and modify the 

interpolation to fit the source model. Other 

approaches
[13] borrow the techniques from vector 

quantization and morphological filtering to 

facilitate the induction of high-resolution images. 

Another approach is triangulation modeling. Yu 

et al.
[14] modeled images as data dependent 

triangulation meshes and reconstructed images 

from the triangulation mesh. Their approach 

adapted traditional data-dependent triangulation
[15] 

with their new cost functions and optimizations. 

Dan Su
[16] developed a new edge-directed method 

for image interpolation. It gets simpler and faster 

than Yu’s algorithm because it does not involve 

any cost function or repeating optimization 

process.

In the Dan Su’s algorithm, however, only 

diagonal directions are used to triangulate the 

four-pixel square. The problem is that it cannot 

correspond to edges of arbitrary angle. If we try 

to use sub-pixel triangulation to represent arbitrary 

angles, it will add more complexity to the 

algorithm. So Dan Su’s algorithm cannot achieve 

accurate interpolated values, if the edge is roughly 

extended over either horizontal or vertical 

direction, i.e., the triangle crosses the edge. Thus, 
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we need to develop more correct classification 

algorithm to formulate or triangulate the edge 

structure.

The rest of this paper is organized as follows: 

Section 2 presents the traditional linear 

interpolation algorithms and triangulation 

interpolation. In Section 3, our proposed algorithm 

is discussed in three parts; first, definition of the 

classification of edges and description of their 

characteristics, second, adaptive interpolation based 

on data-dependent algorithm, and last, 

computational analysis of our algorithms. 

Simulation results are reported in Section 4 and 

some concluding remarks are made in Section 5.

Ⅱ. Interpolation of Image Data

2.1 Nearest neighbor interpolation

Nearest neighbour is the most basic and 

requires the least processing time of all the 

interpolation algorithms because it only considers 

one pixel—the closest one to interpolated point. 

This has the effect of simply making each pixel 

bigger. 

2.2 Bilinear interpolation

Bilinear interpolation considers the closest 2*2 

neighborhood of known pixel values surrounding 

the unknown pixel. It then takes a weighted 

average of these 4 pixels to arrive at its final 

interpolated value. This result is much smoother 

looking images than nearest neighbor.

It requires three linear interpolations. The four 

nearest pixels are northwest, northeast, southwest, 

and southeast.

The operations are shown as follows:

≈


   (1)

Actually in our case, the distance between each 

two near pixels is equal so we can get the more 

compact form (Eq.2):

    (2)

2.3 Bi-cubic algorithm

Bi-cubic goes one step beyond bilinear by 

considering the closest 4*4 neighborhood of 

known pixels—for total of 16 pixels. Since these 

are at various distances from the unknown pixel, 

closer pixels are given a higher weighting in the 

calculation. Bi-cubic produces noticeably sharper 

images than the previous two methods. It is a 

standard in many image editing programs, printer 

drivers and in-camera interpolation. The bi-cubic 

interpolation is calculated as Eq.3:


  




 




             (3)

The procedure used to calculate the coefficients 

 depends on the interpolated data source 

properties.

2.4 Triangulation

This algorithm fits the finest triangular mesh to 

the source pixels. The “image mesh” is 

completely regular except that the diagonals are 

locally selected to run in the same general 

direction as any visible edge. To generate a new 

image, possibly at higher resolution, the target 

pixels are located in the source mesh. We can 

evaluate each target pixel from the triangle in 

which it sits. It is interpolated using only the 

information from the three triangle vertices. For 

this reason the high-resolution image can has the 

edges sharp and the smooth areas smooth.

Ⅲ. New Data-Dependent 

Interpolation

3.1 Classification of edge

It has been recognized that taking edge 

information into account will improve the 

interpolated images’ quality and it is known that 

the human visual system makes significant use of 

edge. If the detail is trivialness the complexity of 

edge is higher. The more facts which can be 

influence the image quality should be considered. 

Always the obvious and large edge can be 
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recorded in a sampling, so the analysis of the 

sampling pixel can give us more edge 

information.

In our algorithm we only focus on a small 

area of image X (only include 2*2 pixels), we 

can use this small group to get 3*3 pixels in 

image Y which include 4 sampling pixels at the 

corner, 1 middle pixel in the middle of group 

and 4 side pixels between the each two sampling 

pixels. First we need to classify the different 

edges in the small area. We can get judgment 

intuitively like follows (Fig. 1):

Flat area: In fact, each image must contain a 

lot of flat areas such as background or big 

object. In these areas the intensity of the image 

is located in a small range of values. We can 

compare the difference between the maximum  

and minimum pixel values and the threshold 

which we set at first. If the difference is lower 

than threshold we assign the group is a flat area.

Horizontal or vertical edge: That means a 

boundary combined by a set of connected pixels 

that are located at an orthogonal step transition in 

gray level. 

Diagonal edge: We consider the case that there 

is an edge passing between a square of four 

pixels. If this edge cuts off one corner, one pixel 

will have a value substantially different to the 

other three. We call this pixel the outlier and we 

can get a triangle which is consisted of other 

three pixels. 

Crossover case: It is the situation that both of 

diagonal position pixels are bigger or smaller than 

others.

In our case, we designed a filter to classify the 

down-sampling pixels. Firstly we can find the 

maximum and minimum pixels and record their 

position. Secondly we calculate the gap between 

the max and min pixels. If it is lower than the 

threshold which we set before, we call it flat 

area. Otherwise, we get the half value between 

maximum and minimum pixels, compare the other 

two pixels, higher or lower than half value, and 

record their position. Then we accord the records 

to classify each group.

Flat area Flat area

Horizontal edge Vertical edge

Diagonal edge Diagonal edge

Crossover case Crossover case

Fig. 1. Structural edges in a 2*2 region

3.2 Middle point interpolation

Now we have recorded the each group edge’s 

information, according it, it is easy to interpolate 

the middle pixel by bilinear algorithm in flat 

area. If the edge is roughly either horizontal or 

vertical it is similar to bilinear interpolation in 

theses cases. 

If the diagonal is to correspond to the edge in 

the image, the diagonal should be the one which 

does not connect to the outlying pixel value, the 

one most different to the other three. We can use 

the triangulate interpolation to get the middle 

pixel. 

The crossover is more complex because it 

always denotes that the edge is too narrow tobe 
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detected. So we think about the situations near 

this group to identify the edge’s type. Always the 

crossover case is denoted as a diagonal edge, like 

a bridge astride a river. So we only need to find 

which two pixels content the real edge and use 

linear interpolation to get a middle pixel.

Edge structure and reference pixels are 

illustrated in Fig. 2.

Bilinear for 

Flat area

Triangulation for 

Diagonal edge

Linear for 

Crossover case

Fig. 2. Reference pixels for interpolation.

3.3 Side point interpolation

In horizontal and vertical case, it is easy to 

interpolate the two side pixels which have the 

same direction as edge type. And other pixel we 

can use bilinear or triangulation to interpolate it.

The diagonal case, for the side pixel falling in 

a flat triangle we use the three pixels which are 

near this pixel to triangulate it. For the side pixel 

falling out of a flat triangle we can take a think 

about adjacent group’s situation. If still can’t be 

completed accord the preceding principle, we use 

the linear interpolation base on the nearest two 

sampling pixel.

The crossover is as similar as diagonal case, 

we need think about the others groups’ situation 

and adopt the different methods to get it.

3.4 Complexity analysis

Now we analyses the complexity of  our 

algorithm. Suppose the image I has width and 

height m, so the number of pixels is 
2

n m= . The 

number of possible edge types is ( 1) ( 1)m m− × − . 

In our implementation, we use a table to record 

the orientation of the edge type in each square. 

There are seven directions for each square; we 

use 3 bits to store this information. The total 

memory  requ irement  for  our  a lgor i thm is 

23 ( 1) 3m n× − ≈ . The memory requirement 3n is 

linear with the number of pixels n.

In our method, each classification requires 

sorting process in a square which need at most 

six comparisons. Then we calculate the gap 

between them to compare the threshold that we 

can set firstly. If the edge type is flat, we only 

add one subtraction and one comparison. The 

computation of that is ( 1) ( 1) 8 8m m n− × − × ≈ . In 

other cases, it will add two other comparisons. 

The computation of that is almost 

( 1) ( 1) 10 10m m n− × − × ≈ . It is still linear with 

image size n.

The next interpolation step is to interpolate 

unknown pixels. We can use the linear and 

triangulate interpolation. The computation of 

triangulation is simpler than bi-cubic and bilinear. 

The triangulation only needs two additions and 

one division. It is easy to see that triangle 

interpolation has the same complexity as linear 

interpolation which is complexity with n. totally, 

our algorithm have a time complexity of  .

Our algorithm is efficient in both memory and 

time, and is suitable for handling large images 

with a linear dependency on the image size.

Ⅳ. Simulation and Results

As mentioned in the introduction, we 

implemented several interpolation methods. The 

image from bilinear interpolation and bi-cubic 

interpolation were produced from Matlab 6 

built-in functions. We also used the Matlab and 

our own graphics library to implement our 

methods.

Grayscale imageswere processed exactly as 

already described. We have used photographic 

images Lenna as our benchmark images. The new 

adaptive interpolation is compared with two 

conventional linear interpolation methods: bilinear 

and bi-cubic. The low-resolution image is obtained 

by direct downsampling the original image by a 

factor of two along each dimension (Fig. 3).
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     Image

Method

Lenna

(dB)

Peppers

(dB)

Rose

(dB)

Alpha

(dB)

Bilinear 26.940 29.010 37.118 17.896

Bi-cubic 26.941 28.916 37.243 18.227

Triangulation 25.106 26.242 34.975 17.432

Adaptive

interpolation
27.179 29.231 37.373 18.446

Table 1. Comparison of Interpolation performance.

Original

Image

Downsampling 

(factor 2)

Accuracy

measurement

Interpolate

(factor 2)

PSNR

Reconstructed

image

Fig. 3. Simulation flow diagram to test the adaptive 
interpolation.

Performance comparison is measured by the 

objective assessment PSNR between original and 

interpolated images. The original images are 

shown in Fig. 4.

The reconstructed image ‘Lenna’ is shown in 

Fig. 5. The detail of image ‘Lenna’ is considered 

in Fig. 6. By inspection of the reconstructed 

images it may be seen that the edges are 

reconstructed more sharply by our operator. 

We have compared the image ‘Peppers’, the 

results are shown in Fig. 7. Interpolation results 

for ‘Peppers’ image by a) Bilinear interpolation, 

b) Bi-cubic interpolation, c) Triangulation 

interpolation and d) Proposed adaptive 

interpolation.

The reconstruction of image ‘Rose’ is compared 

in Fig. 8. Interpolation results for ‘Rose’ image 

by a) Bilinear interpolation, b) Bi-cubic 

interpolation, c) Triangulation interpolation and d) 

Proposed adaptive interpolation. The reconstruction 

of image ‘A alphabet’ is shown in Fig. 9. 

Interpolation results for ‘A alphabet’ image by a) 

Bilinear interpolation, b) Bi-cubic interpolation, c) 

Triangulation interpolation and d) Proposed 

adaptive interpolation.

Also an objective measure of the interpolation 

shows the good performances of the proposed 

approach for our interpolator, the bilinear, the 

bicubic and triangulation. We have tested four 

images to derive the PSNR results as shown in 

Table 1.

b)a)

c) d)

Fig. 4. Original images. a) Lenna. b) Peppers. c) Rose. 
d) A alphabet.

b)a)

c) d)

Fig. 5. Interpolation results for ‘Lenna’ image by a) 
Bilinear interpolation, b) Bi-cubic interpolation, c) 
Triangulation interpolation and d) Proposed adaptive 
interpolation.

Ⅴ. Conclusions

In this paper, we present an adaptive interpolation 

algorithm based on data-dependent. The interpolation 
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is adapted by the edge detection in a small group and 

the character of each edge type.

The linear and triangulation is proposed to reduce 

the computational complexity. In the simulation, the 

results show us new adaptive interpolation 

demonstrates significant improvement over traditional 

interpolation and triangulation interpolation on visual 

quality of the interpolated image.

b)a)

c) d)

Fig. 6. Enlarged parts of the reconstructed ‘Lenna’ image. 
a) Bilinear interpolation. b) Bi-cubic interpolation. c) 
Triangulation interpolation. d) Adaptive interpolation.

b)a)

c) d)

Fig. 7. Interpolation results for ‘Peppers’ image by a) 
Bilinear interpolation, b) Bi-cubic interpolation, c) 
Triangulation interpolation and d) Proposed adaptive 
interpolation.

b)a)

c) d)

Fig. 8. Interpolation results for ‘Rose’ image by a) 
Bilinear interpolation, b) Bi-cubic interpolation, c) 
Triangulation interpolation and d) Proposed adaptive 
interpolation.

b)a)

c) d)

Fig. 9. Interpolation results for ‘A alphabet’ image by a) 
Bilinear interpolation, b) Bi-cubic interpolation, c) 
Triangulation interpolation and d) Proposed adaptive 
interpolation.
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