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ABSTRACT

The superimposed text in video brings important semantic clues into content analysis. In this paper, we 

present the new and fast superimposed text localization method in video segments. We detect the superimposed 

text by using temporal information contained in the video. To detect the superimposed text fast, we have 

minimized the candidate region of localizing superimposed texts by using the difference between consecutive 

frames. Experimental results are presented to demonstrate the good performance of the new superimposed text 

localization algorithm.
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Ⅰ. Introduction

Much information is included in video as 

colour, motion, caption, audio, and so on. We 

call this information as video features. Using this 

information, we can understand the content 

without watching a video. So, we can save effort 

and understand the content of video quickly. 

Current issues of video content analysis are 

video summary, video indexing, video search, 

video editing, video browsing, and video feature 

extraction. And video feature extraction is a basic 

research for video content analysis. With the rapid 

advances in digital technology, the quantity of 

video content is increased. Moreover computing 

speed is very fast, and so video feature extraction 

for video indexing is possible [1], [2]. 

In video features, the superimposed text has 

important information. The superimposed text is 

inserted by content provider intentionally to help 

the user to catch the video. We can use the 

superimposed text in video indexing. Also using 

the superimposed text, we can summarize news 

and search video contents that users find, easily 

(fig. 1). 

Fig. 1. Superimposed texts

A number of algorithms to localize superimposed 

texts from video have been published. These 

algorithms can be classified into two groups. One 

group is to localize in the compressed domain 

[5], [9], and the other is in the decompressed 

domain [3], [4], [6]- [8], [10]-[15]. 

Zhong and et al [5] presented a method to 

localize video texts in JPEG compressed images 

and the I-frames of MPEG compressed videos. 

This method locates candidate video text regions 

directly in the DCT domain. So, this algorithm 

processes quickly. Tang and et al [3] presented a 

video text detection method based on a 

fuzzy-clustering neural network classifier. This 

algorithm uses both spatial and temporal 

information, and so has high precision. ienhart et 
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al [4] present a novel method for localizing text 

in complex images and videos. In this algorithm, 

input images and videos can be of any size due 

to a true multi-resolution approach.  Wong et al 

[5] presented a robust method for localizing text 

in digitized color video. This method performs 

well on images corrupted with Gaussian noise, 

salt and pepper noise, and speckle noise. 

Dimitrova et al [6] presented a video text 

description scheme and automatic methods for 

detection of text in video segments. This 

algorithm is based on edge characterization and 

region analysis. Zhang et al [10] presented a 

video text detection and extraction algorithm for 

information retrieval in video databases. In this 

algorithm, a video text is detected by text 

(dis)appearance detection by taking full advantage 

of temporal information. 

The methods to localize in decompressed 

domain have a superior performance, but take a 

long time. 

We proposed the fast algorithm to localize the 

superimposed text in decompressed domain. Our 

algorithm has minimized the candidate region of 

localizing superimposed texts by using the 

difference between consecutive frames. And with 

a weighted edge filter, we can have increased a 

localizing performance.

Ⅱ. Presented Algorithm

2.1 Algorithm Overview

This paper provides an algorithm on localizing 

video text correctly and fast in a complicated 

background. First, we read t-th frame as the 

current frame in video, and then verify whether 

there is a text area detected in the current frame 

or not. If a text area does not exist in the same 

area as the (t-1)-th frame, we localize the text in 

the entire current frame. But if the text area is in 

the same area as the (t-1)-th frame, we localize 

the text from the remaining area excluding the 

text area which is detected already. 

Finally, we check if this frame is the lst 

frame. If this frame is not the lst frame, the 

previous process is repeated. The following is the 

flowchart of the presented algorithm (fig. 2).
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Fig. 2. Algorithm flowchart

Also we can explain how to detect text area in 

detail like this. As stated in section 1, we have 

minimized the candidate region of detecting text 

by using the difference between consecutive 

frames. And we used weighted edge filter to 

increase a detecting performance. The candidate 

regions of superimposed texts are selected by 

using inter-frame differences. Next, whether the 

candidate regions are superimposed texts or not is 

determined by the edge intensity per block. Then, 

the post-processing for localizing superimposed 

texts is done. Through this process, we can place 

the bounding box of superimposed texts in the 

frame. Finally, the frame numbers which the 

localized superimposed text start and finish at are 

determined. This procedure is explained in section 

2.2-2.5.
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Fig. 3. Candidate pixel

2.2 Selecting the candidate regions 

of superimposed texts

We must spend a lot of time to localize 

superimposed texts in a decompressed domain. 

For this extra reason, time for decoding each 

frame is added in the computing time. So we 

have minimized the candidate regions for 

localizing superimposed texts by the differences of 

intensity between consecutive I-frames of the 

MPEG compressed domain. 

The minimizing method of the candidate 

regions is as follows. First, the consecutive two 

I-frames are selected at N-time intervals, and then 

inter-frame difference in intensity is checked. 

Next, if the difference is higher than threshold T1, 

we assign the pixel to 1, otherwise to 0 (fig. 3). 

Then, we segment the frame per block and 

compute the number of 1’s in each block. And if 

the number of 1’s per block is higher than a 

prescribed threshold Tcaption, this block is a 

candidate text block.

2.3 Determining whether the candi-

date regions are superimposed 

texts or not

In this section, we explain how to determine 

whether the candidate text block is a 

superimposed text block or not. By using a 

common edge filter, the non text block which 

comes from a smooth variation in intensity is 

determined as the superimposed text block. This 

is that the sum of gradient which comes from 

both smooth variation and abrupt variation is 

equal in block. 

Fig. 4. Weight

So, we used the weighted gradient filter which 

multiplies the gradient by weight. Here, the 

weight is the value to divide the gradient of pixel 

by the maximum value of gradient (grd_max) 

(fig. 4).

Using the weighted edge filter, we can 

eliminate the non text block by a smooth 

variation in intensity.

2.4 Post-processing for localizing 

superimposed texts

Because the results of section 2.3 are 

unsatisfactory, we have to post-process to localize 

superimposed texts. Post-processing consists of 

three parts: bounding box generation, small region 

elimination by size filtering, and removing the 

box which has a small edge density. Bounding 

box is a rectangular box which is containing text, 

and generated by horizontal and vertical 

projection. A small region is a region where the 

number of pixels is smaller than the prescribed 

threshold. In general, a small region has nothing 

to do with text area, so we eliminate this region. 

Then, we have selected the box which the edge 

density is bigger than a threshold among the box 

to remain. So we have localized superimposed 

texts.  

2.5 Determining starting and finish-

ing frame numbers of the lo-

calized superimposed text

If the superimposed text is localized, we have 

to determine the starting frame number. To find 

the starting frame number, we compare the 

intensity of the localized region with the region 
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of a same position in the previous frame. If the 

difference between the two regions is higher than 

the threshold, we determine this frame as the 

starting frame of the localized superimposed text, 

where Rt is the text region of t-th I-frame.

And the process to find the finishing frame 

number of the localized superimposed text region 

is same as the starting frame number. To find the 

finishing frame number, we have to check 

whether the localized text exists in the next 

I-frame. If the localized text exists in the next 

I-frame, we do not have to find the finishing 

frame number, because the localized text is 

maintained within an interval between two 

I-frames. But if the localized text doesn't exist in 

the next I-frame, we have to find the finishing 

frame number. The process is same as for the 

starting frame number without comparing the 

region of next frame.

Ⅲ. Experimental Results

We used a total of 7 video sequences for 

testing. Each video sequence is about 7 min and 

has 12,600 frames which have easily recognizable 

superimposed texts. Text sequences consist of five 

newscasts, one movie, and one sportscast. File 

format of all sequences is MPEG-1 that frame 

size is 352x240. Measures for testing performance 

are recall, precision, and processing speed. Each 

measure is defined as follows:

�
||

||
Recall(%)

B

BA∩
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�
||

||
%)Precision(

A

BA∩
=

�
τ

N
=speed(fps) Processing

where A  and B  are the sets representing the 

automatically created text boxes and the 

ground-truth text boxes, || A  and ||B  are the 

number of text box in each set, BA∩  is the set 

of joint boxes in A  and B , N  is the number of 

total frames, τ  is the processing time including 

decoding time, and fps is frame/sec.

(a)                         (a')

  

(b)                       (b')

  

(c)                        (c')

  

(d)                         (d')
Fig. 5. Experimental results
(a)(b)(c) and (d) are the original images. 
(a')(b')(c') and (d') the corresponding results

The results of our text localization algorithm 

are provided in Table 1. Column three of Table 1 

shows the recall (Re), precision (Pr), and 

processing speed (V) for the 7 sequences. For test 

sequences, the average of recall rate was 98.08%, 

precision rate 93.17%, and processing speed 

205.52 fps. The data from Table 1 show that the 

presented algorithm has superior performances 

about movies and sportscast as well as newscasts. 

And the comparison with [10] by Zhang et al. 

of Microsoft China is provided in Table 2. The 

data from Table 2 show that the performance of 

the presented algorithm is similar in detection 

accuracy (recall and precision), but superior to 

[10] in processing speed. The reason why the 

detection accuracy is superior is because the 

presented algorithm used a weighted edge 

gradient. And the reason why the processing 

speed is superior is because the candidate region 

of localizing superimposed texts is minimized in 

this algorithm. 
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Test sequences Re Pr V

KBS_030812.mpg 97.07 90.3 193.05

KBS_030815.mpg 98.62 87.85 225.94

MBC_030813.mpg 100 92.99 196.95

SBS_030814.mpg 98.36 89.71 235.79

NBC_030902.mpg 97.54 94.11 225.85

Water.mpg 97.09 96.98 171.02

Golf.mpg 97.55 99.03 190.05

Average 98.08 93.17 205.52

Re Pr V

MS China [10] 94% 98% 100 fps

Presented Algorithm 98% 93% 205 fps

Table 1. Results of Text Localization

Table 2. Comparison with [10]

Above all, using this algorithm which has so 

fast processing speed, we can localize video text 

faster than real time processing (30 fps).

This shows that the presented algorithm has 

good performance in the localization of 

superimposed texts.

Ⅳ. Conclusion 

In this paper, we present a new and fast 

superimposed text localization method in video 

sequences. We have used the temporal consistency 

of texts and minimized the candidate region of 

localizing superimposed texts by using the 

difference between consecutive frames. In result, 

recall rate, precision rate, and processing speed 

were 98%, 93%, and 205.52 fps about test 

sequences which have easily recognizable 

superimposed texts, respectively. These results 

show that our algorithm has a superior 

performance in the superimposed text localization. 

Then the presented algorithm can be used for 

content based video indexing, summary, and 

search. For examples, it can be applied to news 

summary, news search, the extraction of important 

information in sports, sports summary, and so on. 
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