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ABSTRACT

In sensor networks, it is crucial to reliably and energy-efficiently deliver sensed information from each 

source to a sink node. Specifically, in mobile sink (user) applications, due to the sink mobility, a stationary 

dissemination path may no longer be effective. The path will have to be continuously reconfigured according 

to the current location of the sink. Moreover, the dynamic optimal path from each source to the sink is 

required in order to reduce end-to-end delay and additional energy wastage. In this paper, an Adaptive 

Reversal Optimal path Tree (AROT) protocol is proposed. Information delivery from each source to a mobile 

sink can be easily achieved along the AROT without additional control overhead, because the AROT 

proactively performs adaptive sink mobility management. In addition, the dynamic path is optimal in terms of 

hop counts and the AROT can maintain a robust tree structure by quickly recovering the partitioned tree with 

minimum packet transmission. Finally, the simulation results demonstrate that the AROT is a considerably 

energy-efficient and robust protocol.
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Ⅰ. Introduction

Recently sensor networks have led to 

tremendously incremental utilization in many 

military and civil applications such as battlefield 

surveillance, environmental control, and security 

management. In such applications, it is crucial to 

reliably and energy-efficiently deliver sensed 

information from each source to a sink node. 

However, if a sink moves to the other place, the 

dissemination path may no longer be effective. The 

path will have to be continuously reconfigured 

according to sink movement. The continuous 

re-configurations can bring about tremendous traffic 

and energy wastage inthe network. In particular, 

energy is considered as one of the most expensive 

resources in sensor networks. In addition, path 

optimality from each source to a dynamic sink is 

regarded as another important design factor in 

sensor network protocol design space, since the 

optimal path reduces the end-to-end delay and 

additional energy wastage.

In order to efficiently manage the dissemination 

path in sensor networks with a mobile sink, several 

schemes are proposed [2 -5 and 6]. Directed 

Diffusion [3], SAFE [4], and DST [6] concentrate 

on managing the dissemination path initiated from a 

sink, whereas source initiated dissemination 

protocols, such as TTDD [2] and SEAD [5], use a 

method that mobile sinks access on the 

dissemination path constructed on the basis ofeach 

source. 

Although these methods aim to solve the 

problem using different techniques, high 
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Fig. 1 GB full and partial reversal and adaptive reversal with optimal-path algorithms

maintenance overhead is still required to 

continuously update the dissemination path. 

Furthermore, dissemination paths that they manage 

do not guarantee the optimal path. 

In this paper, to address these several challenges 

on the mobile sink problems, an Adaptive Reversal 

Optimal path Tree (AROT) protocol is proposed. 

The AROT is able to maintain the dynamic tree 

with optimal path by adaptively reversing links 

with minimum communication overhead in the 

network. 

The remainder of this paper is organized as 

follows. Section 2 overviews the basic algorithms 

for the AROT. Section 3 describes detailed 

operation of the AROT including sink mobility 

management, data dissemination, and error 

recovery. Section 4 evaluates the optimality of 

AROT. In section 5, performance evaluation 

through simulation is presented. Section 6 

concludes this paper.

Ⅱ. Overview of the Proposed 

Algorithm 

Link reversal algorithms provide a simple 

mechanism for routing in mobile ad hoc networks 

with dynamic topology changes. Gafni and 

Bertsekas [1] proposed full and partial reversal 

algorithms. In the link reversal algorithms, a 

directed acyclic graph (DAG) directed at the 

destination is continuously maintained according to 

topology changes.  However, such classical 

reversal algorithms are hardly considered a routing 

protocol for sensor networks, due to various 

peculiar characteristics of sensor networks. First, 

while all nodes in a MANET can become a 

source or sink, all flows of data in sensor 

networks are eventually concentrated on the sink 

node. In addition, the majority of sensor nodes 

are stationary and topology changes result from 

the movement of the sink node, rather than 

sensor nodes. 

In particular, in traditional link reversal routings 
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(LRR), the invocation of reversal is initiated from 

nodes detecting an absence of destination. 

However, in sensor networks where innumerable 

sensor nodes are densely deployed and 

communicate with each other in an ad hoc 

manner, such an update reversal triggered from 

the node detecting absence of the sink due to 

sink movement can be extended to the entire 

network, because each node in the network can 

hardly identify the current location of the sink. 

Eventually, due to continuous sink movement, link 

reversal routing can result in continuous flooding 

in the network. 

Therefore, in order to address such problems, 

an Adaptive reversal with Optimal-path (ARO) 

algorithm is proposed for sensor networks with a 

mobile sink. The ARO algorithm has several 

distinguished characteristics. First, while the 

traditional LRR maintains a DAG for each 

destination at each node, the ARO is based on a 

spanning tree directed at a temporary root in 

which multi paths are not permitted. Secondly, 

update reversal invocation is triggered from the 

node appointed by the sink node, not the node 

detecting absence of sink due to sink movement.

The ARO is implemented in a straightforward 

manner by a cache maintained by each node, and 

an update reversal message triggered from the node 

that wants to be a new root in the network, which 

is appointed by the sink node. The cache is called 

the Uplink_info cache. The Uplink_info cache of 

each node i is the set of quintuple ),,,,( idcba iiii , 

ordered lexicographically. Essentially, the field ia  

is a temporary root node id, ib  is a sequence 

number received from latest update message, ic

represents the distance from the temporary root 

(i.e. hop distance), id  designates the current parent 

node, and i is its unique id in the network. Let N 

denote the set of nodes in the network. The initial 

set of Uplink_info cache }|),,,,{( 0000 Niidcba iiii ∈

satisfies 00000
==== iiii dcba . A temporary root 

node constructs a spanning tree by flooding. It is 

assumed that the tree is directed to the temporary 

root and each node considers only one parent node 

to reach the root. Accordingly, after constructing the 

spanning tree starting from temporary root node k, 

where 0=== kkk dcandka , the set of Uplink_info 

cache for each node i is changed as follows: 

},,,,|),,,,{( jdandccNkjiidcba j

i

k

i

k

j

j

i

k

i

k

i

k

i =〈∈ . If a 

node l wants to become a new root, it propagates 

the update reversal message with the set of 

quadruple }|),,,{( Nllcba lll ∈ , where lll cba ,,  and 

l have the same meaning as iandcba iii ,, in the 

Uplink_info cache, respectively. The link reversal 

process of the AR algorithm is implemented as 

follows:

Suppose node i received the update packet 

from node j. Each node i compares each field in 

its Uplink_info cache with the update packet from 

j, including the set of ),,,( jcba jjj . Let the set 

),,,,( idcba iiii  denote the updated cache after the 

reversal process. 

First, the field id is compared. If id is equal to j, 

(i.e., j is already the parent), then the cache in node 

i is updated with 1,, +=== jijiji ccandbbaa . It 

is important to note that, in this case, the node 

does not propagate update messages to other 

nodes any more. 

On the other hand, if j is different from i
d , 

according to other conditions, the reversal process 

of each node goes into one of the following: 

Case 1: jiji bbandaa ≠≠  (the node should 

forward the update reversal). The cache is 

updated with jdandccbbaa ijijiji =+=== ,1,,  

and the node propagates its update message 

),,,( icba iii .

Case 2: jiji bbandaa ====  

If ji cc ≤ , the node does nothing, otherwise,  

jdandcc iji == , . The latter case means that the 

link of the node ifor this temporary root has 

already been reversed, but a more efficient route 
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to the root is discovered so the new path is 

selected. As a result, after each reversal process, 

all of the nodes maintain optimal path to the sink 

in terms of hop counts. 

Figure 1 describes the reversal process of the 

ARO algorithm. It is remarkable that the update 

reversal packet in the ARO is only forwarded to 

the partial area around the new root node, not to 

the entire network. As shown in fig. 1, if the 

other nodes are more connected to the back of 

nodes 1, 2, and 3, the update reversal packet will 

be no more be propagated. This reduced amount 

of update packets can lead to considerable energy 

conservation in the networks in spite of 

guaranteeing the fresh optimal path. In section 5, 

it is shown that maintaining the dynamic spanning 

tree is available with the number of nodes less 

than approximately 14% of all nodes, in spite of 

a highly mobile sink environment.

Ⅲ. Adaptive Reversal Optimal-path 

Tree (AROT) 

In this section, the detailed operation of 

Adoptive Reversal Optimal-path Tree (AROT) is 

presented. Since the AROT proactively performs 

adaptive sink mobility management, data 

dissemination from each source to a mobile sink 

can be easily achieved along the AROT, without 

additional control overhead. In addition, the 

AROT can maintain a robust tree structure by 

quickly recovering the partitioned tree with 

minimum packet transmission. 

3.1 Basic model

The application model presented is somewhat 

different from general sensor network applications 

which take a stationary sink node into account as 

a whole. The application model, in particular, 

focuses on mobile sink applications where a sink 

node enters the sensor field directly and performs 

roles based on source data dynamically refreshed 

from a sensor field. The application model is 

very useful for battle field or rescuer activity. 

The application model assumed also makes the 

following basic assumptions:

•Homogeneous sensor nodes are densely 

deployed.

•Sensor nodes communicate with each other 

through short-range radios. Long distance data 

delivery is accomplished by forwarding data 

across multiple hops.

•Each sensor node is aware of its own location. 

•Sensor nodes remain stationary at their initial 

location.

3.2  Sink mobility management 

At the initial stage, a sink node enters the 

sensor field, with broadcasting the Sink_Update. 

The update message is used to notice the current 

sink’s location to the network and thereby a 

temporary root node is changed to a new node 

that is currently near the sink. In general, the 

Sink_Update message is periodically broadcasted 

by the update rates, which represents the time 

interval for a user to obtain information sensed 

from the sensor field. 

However, it is also allowed that the update 

request of the sink is broadcasted asynchronously 

(Non-periodically) only when the sink wants.

All nodes that received the Sink_Update 

message transmit the Root_Request message to the 

sink node. The sink appoints a new sink as a 

new root node and replies with the Root_Reply to 

the node. However, if one of these nodes is the 

previous root, the sink does not change the root, 

because this means the sink has not moved far 

away from the root since the last update.  If the 

tree construction field in the Root_Reply message 

is set, (i.e. the sink requests a new dissemination 

tree), the root node initiates construction of an 

initial spanning tree by flooding the entire network. 

The tree is directed to the current root node. 

Fig. 2 illustrates an example when managing 

the sink mobility of the AROT. As the sink 

moves to a new location, a new root node is 

appointed and the adaptive reversal process is 

triggered from the node. In the AROT, the stable 

zone and the reversal zone are defined as the 

area where update activity does not occur, and as 
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Fig. 2 Example of adaptive sink mobility management via the AROT 

the area where reversal of each node is updated, 

respectively. The update reversal process for each 

update request proceeds until update propagation 

meets the stable zone. It is important to note that 

in spite of sink movement, update reversal is only 

required in a partial area (reversal zone), not the 

entire network. The size of stable zone and 

update rate interval represents a trade off. The 

stable zone presents the set of nodes which are 

already correctly directed to the new root node. 

On the other hand, the reversal zone stretches out 

from an area, where the last update was invoked, 

to that adjacent to the current root node. 

Accordingly, in the case of a long update 

interval, a sink may move further away from the 

old root, so that it leads the extension of the 

reversal zone. 

In section 5, the working node rates are 

investigated, revealing the ratio of reversal zone 

over the entire field, with respect to the variation 

of sink speed.

3.3 Proactive data dissemination via 

AROT 

Since the AROT manages sink mobility 

proactively, data of each source is simply 

disseminated upwardly along the tree as other 

tree-based dissemination protocols are.  The two 

types of data model can be applied in AROT: 

one-time event and periodic reporting of detection 

node. In particular, the latter model is useful for 

applications such as mobile target tracking. In this 

model, the node that detects target should 

disseminate event to the sink with specific update 

rate during the time when a target residues there. 

By collecting the data from each event source, 

the sink can identify current location and 

trajectory history of the target. Event update rate 

is given by the sink when an interest (query) is 

flooded. Remember that the AROT utilizes 

reversal update by sink periodically for the path 

freshness of the tree. In the periodic reporting 

data model, if the reversal update rate is longer 

than update rate of sources, freshness of the data 

will be deteriorated as well as delay will be 
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increased . Thus, the reversal update rate should 

be taken by smaller value than event update rate. 

This can enables the data dissemination with low 

delay along the tree. 

Figure 3 illustrates data dissemination process 

from a source to the sink. Every node on the 

path from the source to the sink has the 

responsibility to reliably deliver the data to the 

sink. Therefore, Data and ACK mechanism 

between each link is used as shown in fig. 3(a). 

If a node meets reversal process on the way to 

deliver, the node in the reversal zone waits until 

the reversal process is completed (new path is 

reconstructed). Then, the data dissemination 

process is restarted from that node to sink as 

shown in fig. 3 (c). 

As a result, the data dissemination cost from 

each source to mobile sink can be accomplished 

Fig. 3 Data dissemination along the AROT: each 
node on the path utilizes ACK 

with the )( NnO  along the tree, where n is the 

number of source nodes and N is the number of 

deployed sensor nodes. In the case of many 

sources, the cost will be reduced greater by use 

of in-network processing. 

3.4 Error recovery to failures

A link on the tree can be broken by various 

reasons, such as node failures, obstacles, and so 

on. Such link breakages result in partitioned trees. 

However, it is important that the tree should 

always maintain robust connectivity from all 

sensor nodes to sinks. Therefore, in order to keep 

the robust tree, the AROT exploits simple but 

fast, robust error-recovery.

As mentioned in the pervious subsection, each 

data sent by a child is acknowledged by each 

parent. By this acknowledge, we can identify the 

status of the link whether the tree is partitioned 

or not. As soon as the root of a partitioned tree 

comes to realize the breakage of its uplink, it 

broadcasts a Join_Request message to its 

neighbors. Only nodes, where their parent is not 

the sender, reply with the Join_Reply to the root 

of the partitioned tree. The node completes 

joining the active tree by selecting one of them 

as its parent. The selection condition is the node 

having the smallest height to current root node of 

active tree as shown in Fig. 4.

Fig. 4 Error recovery process of the AROT for a 
partitioned tree due to failures

 

Ⅳ. Optimal Path Analysis 

Due to the sink mobility, the shape of the 

dissemination path is transformed from original one. 

Some protocols such as DST only focus on the 

energy efficiency in energy efficiently maintaining 

the dissemination path in dynamic mobile sink. 

Therefore, the optimal path is not guaranteed at any 

instance. In addition, the path tends to get worse as 

far as the sink moves continuously. 
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Fig. 5 Path optimality of AROT

In particular, we mainly focus on the hop 

count cost for the optimal path since the hop 

distance can reflect each physical distance 

between sources and sink under the assumption 

that sensor nodes are densely deployed. This 

means the shorter path, the lower is delay. In 

addition to this, this shortest path can provide the 

physical shortest path to the target. Therefore, the 

optimality of dissemination path is one of the 

most important performance factors. In this 

Section, we analyze a path optimality of AROT. 

It is assumed that a square sensor field of area 

A in which N  sensor nodes are uniformly 

distributed as shown in fig. 4.6, so that on each 

side there are approximately N  sensor nodes. 

We denotes each source and sink i  and s , 

where Ni∈∀ . It is also assumed that all nodes 

have the same radio range and the range is 

limited in the distance including only each node’s 

neighbors (left, right, up, and down). This means 

a neighbor located at diagonal direction is not 

included. 

Theorem 1 All of the sources, Ni∈ , in the 

AROT constructed by initial flooding have 

optimal path to the sink. 

Proof By assumptions mentioned above, the 

network plane can be coordinated to (x, y) and 

we also assume that the sink is located at the left 

corner as shown in fig. 5(a). As validated in that 

figure, route from an arbitrary node with (x, y) 

on the tree to the sink along the tree is the 

shortest path. This means that all the routes on 

the tree present the minimum hop count value in 

all the routes that are reachable from a arbitrary 

point (x, y) to the sink (0, 0). In addition, the 

minimum hop count for (x, y) is x + y.

For example, there is no route from node (3, 

3) to the sink (0, 0) with less than 6 and the 
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minimum hop count for node (7, 7) is 14. 

Lemma 1 Let N be a full stable AROT. If F 

is a sub-tree of N rooted at a node f , i.e., NF ⊂ , 

all the routes along the tree from each source, 

Fi∈  to the root f have optimal path. 

Proof Suppose a tree in which each node has 

only one child, respectively. The tree L can be 

represented by the following set, },..,,,{
4321 k

lllllL= . 

By assumption, each pair consisting of a parent 

and a child is one hop. So that all sources in F, 

a sub-tree of L, rooted at i
l , for example 

},..,{
433 k

lllF = , have optimal path to the i
l .

Theorem 2 All of the routes along the AROT 

from each source to sink are optimal after reversal 

process is completed. 

Proof If a sink node moves to (0, 1) and 

requests adaptive reversal, all neighbors around the 

sink changes their parent direction to the sink 

node. Then, they propagate the reversal request. 

However, as shown in fig. 5 (b), the reversal is 

not propagated any more from their current 

neighbors. This is because the rest nodes are 

already directed to its parent. As mentioned in the 

previous section, the area where reversal process 

regarding current reversal request does not occur 

is called stable zone. As shown in figure 5 (b), 

the stable zone with respect to current reversal 

request can be divided into the three sub zone, 

SZ1, SZ2, and SZ3. Let be t current request time. 

If the tree was optimal regarding all the sources 

at the last request time t -1 as in fig. (a), each 

stable zone at current request time tis a sub-tree 

of (a). Accordingly, by lemma 1, all the stable 

zones, SZ1, SZ2, and SZ3, are optimal tree. In 

addition, since all the sub-trees are connected to 

the sink with one-hop distance, all of the routes 

along the AROT from each source to sink are 

optimal even after reversal process is completed as 

shown in fig 5 (b).

Now suppose that the sink moves to (2, 4). By 

algorithm, the reversal process at request time t + 

1 creates two partial stable zone, SZ1 and SZ2, 

and one reversal zone as shown in fig. 5 (c). 

Reversal process finds shorter path from its own to 

current sink by comparing distance in the reversal 

request message received from its neighbors. In the 

end, the after completing the current reversal 

process, all the sources in the reversal zone have 

optimal path to current sink. Consequently, the 

whole tree consisting of stable zone and reversal 

zone is optimal as shown in fig. 5 (c). 

Ⅴ. Performance evaluations 

In this section, the performance of the presented 

AROT is evaluated in terms of various metrics, 

including success ratio, average end-to-end delay, 

communication overhead and dissipated energy.

5.1 Methodology

The presented AROT is implemented as an 

independent routing agent module in ns-2.27. In 

the basic simulation setting, the same energy 

model is used, which is a two-ray ground model 

and omni-directional antenna, as adopted in 

Directed Diffusion, and TTDD implementation in 

ns. 802.11 DCF is used as the underlying MAC 

protocol. A sensor node’s transmitting, receiving, 

and idling power consumption rate is set to 

0.66W, 0.395W and0.035W, respectively. The 

network in the simulation consists of 400 sensor 

nodes randomly distributed in 1000m x 1000m. 

Each simulation run lasts for 500 seconds. Each 

query packet is 36 bytes and each data packet is 

64 bytes in length, in order to facilitate 

comparisons with other protocols. 

Fig. 6 Success ratio vs. Sink speed
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Fig. 7 Evaluations of communication overhead

5.2 Robustness of AROT

In this subsection, we evaluate the robustness 

of the proposed AROT. We observed success 

ratio with respect to increase of sink speeds (5 

–30) at different failure node rates (5% - 20%). 

Randomly selected nodes send data to its uplink 

(parent). 

In the end, each source data is delivered to the 

sink along the AROT. Ideally, the success ratio 

for end-to-end success ratio of AROT is almost 

100%. However, some links on the tree will be 

broken by various reasons, such as node failures, 

obstacles, and so on. To cope well with these 

failures, AROT utilizes simple but robust 

self-recovery. Figure 6 illustrates the success ratio 

of AROT in various percentages of node failure. 

As shown in fig. 6, self recovery function of 

AROT can perform more than 85 % success rate 

even in 20% of failure nodes. This is because all 

the links maintain the fresh connectivity to the 

sink. So, the partitioned tree by failures can be 

fast recovered in local area. 

5.3 Communication overhead 

In this subsection, the communication overhead 

(CO) in the network with respect to sink mobility 

is evaluated. Communication overhead rate is 

defined as the ratio of the number of working 

nodes, participating in the update reversal, over 

the total number of nodes. 

First, the CO at each update rate from 5 seconds 

to 20 seconds with respect to sink movement (to 

each specific moving distance) is observed. 

In the second experiment, the Average CO at 

different sink speeds, from 5m/s to 30m/s, is 

examined respectively. 

As presented in fig.7, the simulation results 

illustrate that the presented AROT enables to 

maintain the dissemination path only with the 

number of working nodes less than approximately 

14% of all nodes in the network, even in highly 

mobile sink environments.

5.4 Evaluation of End-to-end Delay

In this subsection, end-to-end delay is 

evaluated. We observed the end-to-end delay 

(from source to sink) with respect to increase of 

sink speeds (5 – 20) at different update reversal 

rates (5 –20 seconds). Randomly selected nodes 

send data to its uplink (parent).

Fig. 8 Average End-to-end delay vs. Sink speed 
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Fig. 9 Evaluations of energy efficiency

We measured the total time spent in delivering 

data to sink and averaged the delay. In addition, 

each source generates event data with data update 

rate smaller than reversal rate. Data is generally 

disseminated upwardly along the tree. However, 

during the time when link is not stable, some 

nodes must wait until the next reversal process by 

sink is completed. Figure 8 shows the variation 

of average end-to-end delay with respect to 

increase of sink speed at different reversal rate. It 

is demonstrated that even if delay is more 

increased at less frequent reversal rate, since the 

tree keeps the optimal path, overall end-to-end 

delay with respect to the sink speed is gradually 

increased. 

5.5 Energy consumption

In this subsection, energy consumption is 

evaluated. The total dissipated energy at each sink 

speed (from 10m/s to 30m/s) is observed over 

time and compared to other data dissemination 

protocols, directed diffusion, TTDD, and SEAD. It 

is remarkable that the presented AROT outperforms 

other protocols considerably in terms of total 

dissipated energy as shown in fig.9. This indicates 

that the AROT is able to maintain the dynamic 

tree with minimum communication overhead in 

the network.

Ⅵ. Conclusion 

In this paper, in order to cope with mobile 

sink environments, an Adaptive Reversal Tree 

(AROT) protocol is proposed. The AROT is able 

to maintain the dynamic tree by adaptively 

reversing links with minimum communication 

overheads in the network, in spite of a highly 

mobile sink environment. Since the AROT 

proactively performs adaptive sink mobility 

management, data dissemination from each source 

to a mobile sink can be easily achieved along the 

AROT, without additional control overhead. In 

addition, the dynamic path is optimal in terms of 

hop counts and the AROT can maintain a robust 

tree structure by quickly recovering the partitioned 

tree with minimum packet transmission. Finally, 

the simulation results demonstrate that the AROT 

is a considerably energy-efficient and robust 

protocol.
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