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Mobility Management in Multi-Radio Multi-Channel 
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ABSTRACT

In a wireless mesh network, there are two types of nodes: mesh routers and mesh clients. These two 

contradistinct network entities will be characterized and modeled depending on their role in the network. Mesh 

routers are essentially not mobile unlike the mesh clients. The differences on these nodes should be noted in 

any protocol design. In this paper, we present a mobility management for wireless mesh network (WMN). This 

mobility management handles movement of wireless mesh clients as it leaves from a coverage area of a wireless 

mesh router to another. We consider signaling overhead and mobility as performance metrics. 
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Mesh Router Mesh Clients

Power
Main Outlet 

Powered
Battery-powered

Hardware
Complex and more 

functionalities
Simple

Mobility Low mobility High mobility

Table 1. Characteristics of Wireless Mesh Routers and 
Mesh Clients 

Ⅰ. Introduction

A Wireless mesh network has been gaining 

popularity over recent years. Its features are of 

tremendous importance over various applications. 

Wireless networks are beginning to take on a 

significant role in building automation, industrial 

process control, and medical systems [1]. The key 

benefit of using wireless mesh networks is that 

wireless nodes can be added, relocated, removed or 

replaced without any complicated network 

administration. However, this would entail that the 

system should be able to support for mobility. 

Mobility of nodes impacts the performance of 

protocols [2] and it is important that the system can 

handle it. In WMNs, there are two types of nodes: 

wireless mesh routers and wireless mesh clients 

which have different mobility characteristics. The 

differences of these two should be accounted for 

and that would require varied treatments on both. 

Furthermore, in WMN, additional features like 

multi-radio and multi-channel improvements can be 

used as advantage for handling mobility. In this 

paper, we are going to show how we integrate this 

in our mobility management.

Table 1 summarizes the differences between 

mesh routers and clients. Identifying the 

differences and problems among network entities 

and applying the appropriate solution are the foci 

of this paper. 

This paper is organized as follows. Section II 

discusses related literature. Section III shows 

assumptions and the proposed mobility 

management. Next, we show a performance 

evaluation on Section IV. Finally, we conclude 

the paper on Section V. 
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Fig. 1 A mobile node moving away from its home cluster

Ⅱ. Related Works

Mobility has been studied extensively in 

different kinds of network. In ad hoc network, 

usually, the nodes are assumed to have the same 

mobility pattern. Therefore, all nodes are modeled 

as somewhat having the same mobility pattern 

which is usually not true in real world
[3]. In 

WMN, this scheme cannot be applied because of 

the main differences with ad hoc networks. 

Studies regarding mobility are often tied up to 

routing or topology. The mobility of the nodes 

varies according to its type and can be supported 

through the wireless infrastructure 
[1]. A mobility 

management model that takes advantage of the 

features of WMN should be introduced. These 

features include differences among nodes, 

multi-channel and multi-radio enhancements

Mobility poses undetermined changes in 

topology and resources and these two should 

always be the criteria for designing a mobility 

management model
[4,5]. One of the challenges of 

mobility management, similar to cellular network 

is to shorten latency
[2] and how to provide 

non-disrupted service even with mobility[4]. 

Fortunately for WMNs, multiple radios can 

improve the system in terms of mobility 

management
[6]. Mobility is integrated in topology 

[7, 10], in routing [8] and in allocating resources 

[9], because these are the aspects that are greatly 

affected by mobility.  We started with a clustered 

architecture, since it lessens the impact of 

mobility to routing 
[10]

Ⅲ. Proposed Method

3.1 Assumptions

The model involves static wireless mesh routers 

and mobile wireless mesh clients. Wireless mesh 

routers should have at least two wireless 

interfaces. Moreover, they are more powerful 

compared to the capabilities of mesh clients, in 

terms of available functions and hardware. 

We define a graph G with size m x n with two 

node types VCn and VRn Є V and two types of link 

ECn and ERn Є E. VRn are static, main outlet 

powered and have Δ multi-radio interfaces and Γ 

multi-channel interfaces while VCn are simple and 

mobile. ECn is the set of all links between  VCn and 

VRn while ERn is the set of all links that connect 

VRn..All VRn are said to be located evenly in G, that 

any VCn can find a nearby VRn to connect with. VRn 

has smooth movement on G, that is, if G is divided 

into cells, VRn cannot cross more than one cell at 

any instant.

For the purpose of this paper, we consider that 

wireless mesh routers have Δ = 2 radios and the 

same number of channels Γ wherein one of the 

channels is assigned specifically for mobility 

transition messages. There are two types of radio 

available for wireless mesh routers, one is low 

power and the other is high power. The high 

power radio is used to communicate with another 

mesh router while the low power radio is used to 

communicate to the mesh clients. Wireless mesh 

routers are chosen to become clusterheads while 

mesh clients are the cluster nodes. We aim to 

formulate a general topology for WMN that 

would prolong network lifetime and ensure 

connectivity.

The mobility of wireless nodes can be handled 

by a handoff process similar to cellular networks. 

In cellular networks, a mechanism called handoff 

mechanism is used whenever a mobile node 

moves out of its home area, similarly on Figure 

1. On this section, mobility of wireless mesh 

clients will be dealt with by a handoff algorithm.  

One of the challenges in designing a handoff 

algorithm is how to minimize handoff latency and 

signaling load while guaranteeing QoS. Moreover, 
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the mobility pattern of a node cannot be known. 

For simplicity, we will consider a homogenous 

system; that is, differences on access technologies 

and network protocols are ignored. Usual handoff 

strategies involve dissemination of broadcast 

messages which usually adds to the signaling 

load. In addition, the processing time of the 

clusterhead to make room for an additional 

clusternode adds to handoff latency. Long handoff 

time deteriorates the network when the service 

becomes unavailable during handoff process. We 

therefore try to minimize the message overhead.

3.2 Signaling Structure

The signaling procedure will be handled by a 

mobility channel. This channel is a particular 

channel assigned for this specific task. During 

handoff, a cluster node would need to know the 

capability of the new clusterhead and if it allows 

additional connection and provides the service it 

needs. The router will broadcast its ROUTER_AD 

over the mobility channel to its own cluster 

members and to the nodes in the neighboring 

clusters each time tn while the client needs to 

advertise its own every t’n. This procedure 

guarantees service and reduces handoff latency 

which will be shown later. Table 1 shows the 

format of advertisements coming from both 

router(clusterhead) and client(cluster node).

Table 1. Advertisement Format for router and client

ROUTER_AD CLIENT_AD

CID ID

Signal Strength/

Weights
Current Clusterhead ID

Services Demands

Channel CID

3.3 Signaling Procedure 

•All routers/clusterhead will periodically broad-

cast their ROUTER_AD for each time tn to 

the neighboring clusters and to its own 

cluster.

•All mobile clients/cluster nodes will periodi-

cally send their CLIENT_AD for each time 

t’n to  n clusterheads with the good signal 

strength and service based from the 

ROUTER_AD they received. The exact value 

of n is less than the actual number of 

clusterheads.  A clusterhead that receives a 

CLIENT_AD will treat it as a pre-handoff 

message and will do necessary time consum-

ing preparation for the requesting client. 

•A client will join cluster based on service 

and signal strength and will initiate a handoff 

request for a certain backoff time to avoid 

unnecessary handoffs. The pseudocode is 

shown in Figure 2.

It is important to note that we need to refresh 

the buffer of the clients for the ROUTER_AD 

every after sending its own CLIENT_AD. Also, 

time tn and t’n are not global timers and can be 

set per node.

Fig. 2 Hand-off algorithm

3.4 Synthesis

All the mobility messages will be handled 

through the MAC layer via mobility channel. As 

the name implies, this channel is designated for 

mobility messages. This additional channel enhan-

ces the scalability of the system. The router adver-

tises its capability to the nodes belonging to the 

nearby clusters. Whenever a client node receives an 

advertisement from a router, it will save it and 

send a CLIENT_AD on the routers with good sig-

nal strength and service. We note that this will be 

regarded as a pre-handoff message to ensure that 
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that the preparation time of the future clusterhead 

will not be a reason for disruption of service and 

unreliability of the network [4]. Figure 3 depicts 

this hand-off process. To avoid unnecessary 

hand-offs, a back-off delay is added for the client. 

( ) Bntntnt replyrequestrequest ++=+ ))()((1   (1)

Where t(n+1)request is the time for next handoff 

request, t(n)request and t(n)reply is the current 

handoff request and reply while B  is the settable 

back-off time.

 

ROUTER_AD
ROUTER_AD

CLIENT_AD
CLIENT_AD

Handoff_REQ
Handoff_REQ

Handoff_REP
Handoff_REP

Preparation TIme

Handoff 
Latency

tn

t’n

(a)

Handoff_REQ
Handoff_REQ

Handoff_REP
Handoff_REP

Preparation TIme

Handoff 
Latency

(b)

Fig. 3 Handoff Latency  (a) Improved handoff latency (b) 
Ordinary handoff mechanism with longer handoff latency

3.4.1 Message Overhead

The algorithm poses signaling overhead as it 

needs to propagate both the clusterheads and 

cluster nodes advertisements. All these 

advertisements pass through the clusterhead. The 

messages sent by the clusterhead over the network 

are dependent on how often we propagate the 

messages over the network. Aside from the usual 

handoff messages from the cluster nodes, a 

clusterhead needs to broadcast its own status to 

the nearby clusterheads and an active cluster node 

needs to inform another clusterhead regarding its 

status. Unlike on [4], we do not need to 

propagate the node changes in resource demand to 

all nearby cluster neighbors.  However, we have:

 
CN
RDC

CN
A

CH
RC

CN
ACH nncnM λλ +=         (2)

Where :

MCH－the number of messages incurred by the clusterhead

c－number of cluster neighbors

CH
RCλ －rate of resources change

nCN
A －number of activenodes

CN
RDCλ － rate of demand change

n－neighbors, where in n <c

(2) shows the total overhead messages incurred 

by the handoff algorithm. The first term is from 

the router updates which involve the 

ROUTER_AD being sent to active nodes in the 

neighboring clusters. The second term is from 

active cluster nodes as they send CLIENT_AD to 

n best clusterheads. From [4], the active node is 

represented by,

      
CN
SR

CN
PA

CN
PACN

A Nn
μλ

λ
+

=
        (3)

cluster ain  nodes ofnumber  
rate arrivalpacket 

rate service
:Where

−
−

−

N

CN
PA

CN
SR

λ

μ

And we say,

CN
RDC

CH
RC λλ ∝               (4)

Since, any change in resource demand from a 

cluster node will push a resource change on the 

clusterhead.

Rewriting (2), 
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Comparing (2) to that of [4] the overall message 

sent by the clusterhead over the network in the 

algorithm presented is less by a factor of 2. This 

means fewer messages and client status changes 

are reported to specific clusterheads. Furthermore, 

only nA which is the number of total nodes in 

the cluster minus the inactive nodes is involved. 

3.4.2 Mobility Metric

In a non-GPS system, received signal strength 

can be utilized to approximate the distance of a 

node and vice versa. Certain assumptions must be 

considered:

1. Nodes have isotropic antenna or non-isotropic 

antenna 

2. The nodes are deployed in a static channel 

meaning signal fading and multipath effects 

are not considered. This is an important 

assumption since identifying the location of 

a node could be very difficult since the 

variations of the signal can either be 

because of movement or the dynamism of 

the channel.

A free space path loss between isotropic 

antennas is defined as: 

24
⎟
⎠
⎞

⎜
⎝
⎛=
λ
πRLp

           (7)

where R is the distance between the receiver and 

transmitter and λ is the wavelength of 

transmission. We could determine the received 

signal strength on every node given by the 

transmission power of the transmitter: 

P

TT
R L

P
R
PP == 2)/4( λπ        (8)

From this, it is easy to see that
2/1/ RPP TR ∝ .  

Although, it is not reliable to determine the 

distance using signal strength and with a unity 

gain, using two successive packet transmissions 

from a neighboring node, we can approximate the 

relative mobility between two nodes. We now 

define the relative mobility of a node v with 

respect to u0 by using received signal strength 

from u0. :

vu
oldR

vu
newR

v P
P

uM →

→

=
0

0

_

_
100 log10)(

       (9)

where 
vu

newRP →0
_  and 

vu
oldRP →0

_  are the received power 

detected in u0 from old and new position, 

respectively. From (9), a negative )( 0uM v means 

that u0 and v are moving away to each other, 

while a positive )( 0uM v indicates that u0 and v 

are moving closer to each other. We combine this 

to the result with other neighbors of v, say u1, 

u2, …, um, such that we have:

m
iivvv uMMEM 10

2 )}({var])([ ===    (10)

A node with high relative mobility variance is 

more likely to be unstable than the opposite and 

thus should not be assigned clusterhead. That is 

the reason we selected wireless mesh routers as 

clusterheads, because they have low relative 

mobility variance. A cluster node who had 

received a ROUTER_AD and sent a CLIENT_AD 

to a clusterhead could decide whether it needs to 

proceed on handoff process by estimating 

movement using (10).

Ⅳ. Performance Evaluation

In the backbone layer, it is important to 

minimize the amount message overhead to prevent 

bottlenecks. Here, we compare the handoff 

algorithm presented with EVL [4] (Expected 

Visitor Lists) method. The EVL method message 

overhead increases rapidly as the number of 

mobile nodes increases. This is mainly because in 

EVL, all mobile node state changes are being 

sent to all neighboring clusterhead. Imagine a 
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Neighbors, c 6

Average number of active nodes/cluster 20

Service rate 1

Resource/demand rate change 1.5

Packet arrival 0.5

n 1~5

Fig. 4 Effect of increasing amount of recipients of 
advertisements.

Fig. 5 Factor increase in overhead due to sending 
ROUTER_AD and CLIENT_AD.

scenario, where in there are 6 neighbor clusters 

and at each clusters there are 100 mobile active 

nodes, at any time, there will be 600 packets 

being sent at a time by a cluster. Below is a list 

of parameters on the analysis of control overhead 

and number of nodes.

It is important that we know how often we 

should send ROUTER_ID or CLIENT_ID. The 

graph below, Figure 4, shows the effect of 

increasing amount of recipients of advertisements.  

In [EVL], a client needs to send its CLIENT_AD 

to all neighbors. In our algorithm, we introduced a 

variable n which could be lower or even equal to 

the actual number of neighbors. This settable value 

added flexibility in the scheme, therefore one may 

have an option to prevent over-flooding the 

network with signaling messages. Even if c=n, the 

presented handoff mechanism has lower signaling 

message overhead, as shown in Figure 4. 

On the other hand, Figure 5, shows that factor 

of increase in resource change rate increases the 

number of overhead by a factor of 2 compared to 

packet arrival rate which increases by 1.5 only. 

From this, we could say that sending 

ROUTER_ID advertisements takes a longer time 

interval, that is, tn. This is understandable since 

mesh routers does not change its state abruptly.

We evaluate the amount of signaling overhead 

packet in terms of mobility. We vary the mobility 

of the nodes by changing the rate of handoff 

transition time from 0-100ms and simulation time 

is 1000; the result is consistent with our equation 

which is not dependent on mobility of the nodes. 

Figure 6 shows the result using different number 

of neighbors, n.
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Fig. 6 Average number of signaling overhead with 
different number of neighbors in terms of mobility.

Ⅴ. Conclusion

In this paper, we develop a handoff mechanism 

for multi-radio multi-channel wireless mesh 

network. This provides mobility management over 

mobile wireless mesh clients. We consider 

resource and latency as the focus of the paper. 

We evaluate the proposed mobility management 

by measuring the overhead incurred by the 

proposed method. It is shown that compared to 

another handoff algorithm, the method performs 

better.
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