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ABSTRACT

Convergence of various wireless systems can be cost effectively achieved through enhancement of existing 

technology. The emergence of Wireless Mesh Network (WMN) entails the interoperability and interconnection of 

various wireless technologies in one single system. Furthermore, WMN can be implemented with multi-radio and 

multi-channel enhancement. A multi-radio, multi-channel wireless mesh network could greatly improve certain 

networking performance metrics. In this research, two approaches namely, clustering and topology control 

mechanisms are integrated with multi-radio multi-channel wireless mesh network. A Clustering and Topology 

Control Algorithm (CTCA)is presented that would prolong network lifetime of the client nodes and maintain 

connectivity of the routers.
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Fig. 1. A hybrid wireless mesh network composed of 
wireless mesh clients and mesh routers which form the 
backbone of the network.

I. Introduction

Wireless mesh network (WMN) is an emerging 

technology in next generation wireless networks. 

It offers diversified capabilities that differentiate it 

from ad hoc networks. Two of these are the in-

troduction of multi-radio and multi-channel capa-

bilities on top of WMN that offers improvement 

on scalability.  However, without the proper uti-

lization of these advantages, its goals may not be 

realized. Similar to any brand new technology, 

WMN is currently undergoing rapid research de-

velopments and most of them are still on its in-

fancy
[1]. Generally, WMN caters numerous wire-

less nodes with different characteristics and it is 

only essential that any protocol design should 

consider these. There are two types of nodes in 

WMN: mesh clients and mesh routers. These two 

have contra-distinct qualities and roles in the 

network. Mesh clients can be highly mobile, bat-

tery-powered and have simpler hardware/software. 

On the other hand, mesh routers form the back-

bone of the network, usually not mobile, mains 

powered and have complex hardware that could 

take on multi-radio and multi-channel capabilities. 

With these differences, this imposes problem in 

organizing the nodes and maintaining operation 

while achieving scalability as the network grows. 

Figure 1 shows a hybrid model of wireless mesh 

network. The dotted lines symbolize wireless links 

and the solid lines correspond to a wired con-

nection to the Internet.
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Mesh Router Mesh Clients

Power
Main

s-powered
Battery-powered

Hardware
Complex and more 

functionalities
Simple

Mobility Low mobility High mobility

Table 1. Characteristics of Wireless Mesh Routers and 
Mesh Clients

Most devices in wireless networks are battery 

powered, resources like energy should be con-

served to prolong network lifetime. Unlike in 

wireless sensor networks, where in all nodes are 

undergo an energy-saving phase, not all wireless 

mesh network nodes need to enter this phase. 

Table 1 summarizes the differences between mesh 

routers and clients. Identifying the differences and 

problems among network entities and applying the 

appropriate solution are the foci of this paper. 

Problems pertaining to mobility, power manage-

ment, connectivity are addressed through ex-

ploitation of the nodes’distinct characteristics and 

utilization of clustering and topology control. 

Clustering and topology control are both techni-

ques used in ad hoc networks and on this re-

search, we focus on the usage of these two meth-

ods for multi-radio multi-channel wireless mesh 

networks. 

Topology control is used in ad hoc networks 

especially on sensor networks to maintain con-

nectivity and energy efficiency
[2]. Through this, 

we would like to determine an appropriate top-

ology control for wireless mesh network that 

would maintain connectivity. In addition to the 

aforementioned, clustering has been used in ad 

hoc networks too to provide the same extent of 

energy efficiency but with additional benefits such 

as hierarchical structure and mobility support
[3-5], 

Moreover, clustering improves scalability[6], so that 

even if an extra node is added to the network, 

the network would be able to handle the change 

and maintain its stability. Mobility can also be 

one of criteria for clustering
[7].

Throughout this document the word “nodes” 

could mean both wireless mesh routers and clients 

depending on the context. Mesh routers could be 

written interchangeably as is, “routers”, 

“clusterhead” or “wireless mesh routers”. Similarly, 

mesh clients would be identified as “clients”, 

“cluster nodes”, “mesh clients” or “wireless mesh 

clients”.

This paper is organized as follows: Section II 

presents the related works. Section III presents the 

problem outline and model. Section IV and V 

presents the system model of multi-radio and mul-

ti-channel WMN and introduces clustering and 

topology control algorithm for wireless cli-

ent-to-router and router-to-router communication. 

Section VI showcases performance evaluation of 

the algorithm. Examples of application scenarios 

are described in Section VII. Finally, Section IX 

concludes the paper.

Ⅱ. Related Works

2.1 Wireless Mesh Network
Wireless networks has evolved over the years, 

it has offered access to information withgreater 

coverage. The demand for wireless access has in-

creased likewise the number of installed access 

points (AP)
[8]. Most of these APs are connected 

through wired connection and as the amount of 

installed of APs increases, the number of wired 

connections become more complex and costly. 

Furthermore, the significant amount of time and 

disruptions to normal activity involved in cabling 

and installation made it not viable for large con-

gested landscapes
[9]. This makes headway to the 

growth of WMN. WMN provides wireless mesh 

connectivity among APs. As the 802.11 working 

group in IEEE(Institute of Electrical and 

Electronics Engineers) has been plotting on the 

design of 802.11s standard for mesh network, 

many organizations, universities and local govern-

ments are currently installing or planning to in-

stall this kind of network to provide area-wide 

access to the Internet or private information. 

WMN offers comparable to better service in 

comparison to other networks
[10]. Its bandwidth 
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and coverage offered are average with very low 

upfront expenses.

WMN can both support mesh and ad hoc 

networking. It is capable of self-forming, self-heal-

ing and self-organizing making it to have a very 

low maintenance cost and attractive for any appli-

cation scenarios. It has support for multi-hop com-

munication on wireless mesh infrastructure.  

2.2 Network Entities
There are three network entities in WMN: 

gateways, wireless routers and wireless clients. 

This paper concentrates on wireless routers and 

clients and the links associated between them. As 

Table 1 shows the differences between the nodes, 

Table 2 shows the differences between links.

On this paper, we have selected to a purely 

point-to-point or single-hop communication for cli-

ent-to-router for reasons that will be discussed lat-

er on.

Connection 

Links
Name

Communication 

Type
Bottleneck

Client–to– 

Router

Access 

Links

Point-to-point/ 

Point-to-Multipoint
Not often

Router–to– 

Router

Backbone 

Links

Multipoint-to-Mult

ipoint
Often

Router–to–G

ateway

Backhaul 

Links

Point-to-point/ 

Point-to-Multipoint
Not often

Table 2. The differences between communication links 
in WMN.

2.3 Critical Factors in Design
Most of the researches concerning WMN are 

somehow an adaptation from wireless ad hoc 

networks. The primal key for an effective design 

is identifying the fine line that differentiates 

WMN from wireless ad hoc network. Table 3 

shows the differences between them on several 

categories. Although, ad hoc network could be a 

subset of wireless mesh network, there are some 

major differences between them and it is im-

portant to identify them especially on adopting 

protocols that are inherently for wireless ad hoc 

networks. 

Category
Wireless Mesh 

Network

Wireless Ad Hoc 

Network

Structure
Consists of 

backbone network

Individual contributions 

of end users

Routing

Mesh routers do 

the routing, hence, 

less load on users

Users do the routing 

and configuration

Multiple 

radio

Separation of tasks 

on different radio

Tasks are done on the 

same channel

Mobility
Dependent on 

node type

Dependent on movement 

of users

Table 3. The differences between WMN and wireless 
ad hoc networks

2.4 Topology Control and Clustering
The definition of topology control has evolved 

as researches proliferate to seek the most appro-

priate method. The foregoing goal of topology 

control is to provide an energy efficient network 

and it eventually grew as more protocols were 

developed.  The nascence of topology control can 

be rooted from schemes that limit the number of 

neighbors of a node by controlling transmission 

power or reducing the transmit radius. [11], [12], 

[13] and [14] are some of the studies that discuss 

various ways to do transmit power adjustment. 

Prior to clustering, the most popular topology 

control protocols then were schemes that de-

termine a set of connected representative nodes. 

GAF
[15], Span[16], ASCENT[17] belong in this 

category. In GAF (Geographic Adaptive Fidelity), 

the network is divided into grids and designates 

one node as the representative for each grid cell. 

While in Span, certain nodes are assumed to a 

role of a coordinator based on connectivity cri-

teria while other nodes are allowed to sleep and 

not to participate in routing. Similarly, ASCENT 

(Adaptive Self-Configuring sEnsor Networks 

Topologies) chooses which nodes are active fora 

given time with consideration of both connectivity 

and communication reliability. The emergence of 

clustering methods can be traced back with the 

introduction of two distributed algorithms: low-
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Backbone Links

Access 
Links

Backhaul Links

Fig. 2. Decomposed Wireless Mesh Network. 

est-ID algorithm and highest connectivity algo-

rithm which are discussed in detail in [18]. In 

these two algorithms, a clusterhead is chosen 

among certain group of nodes. As their names 

suggest, the former algorithm selects the node 

with the lowest ID while the latter selects the 

node with the highest connectivity. Although, 

originally, clustering have been developed for 

wireless ad hoc networks to provide a kind of in-

frastructure that would allocate resources and sup-

port multi-hop routing, its usage can be also ex-

tended to provide energy efficiency. Its energy ef-

ficiency potential has been examined by applying 

it to wireless sensor networks. One of the first 

clustering protocol is LEACH (Low Energy 

Adaptive Clustering Hierarchy) [19] which is 

based on one-hop communication which transmits 

aggregated data of nodes from clusterhead to base 

station. Another one is HEED (Hybrid, Energy-ef-

ficient, Distributed clustering approach)
[20], which 

is unlike LEACH, uses multi-hop communication 

and selects clusterhead in O(1) time. Similarly, 

EECS (Energy Efficient Clustering Scheme) [21] 

performs clustering by electing clusterhead with 

the most residual energy.

On this paper these two methods: clustering 

and topology control are combined to handle the 

differences among network entities in wireless 

mesh networks. We use these two to handle con-

nectivity and scalability of the network. 

Ⅲ. Problem Outline and Model

The overall system design problem for WMN 

can be divided into two sub-problems. The first 

problem is to determine the best communication 

paradigm for the router-to-client links, energy con-

straints on the client, capabilities of the router, 

and the communication complexity of the whole 

process. The second problem is to determine a 

topology for router-to-router links that would en-

sure connectivity. These two problems will be 

dealt in detail on the next section.

The model involves static wireless mesh routers 

and mobile wireless mesh clients. Wireless mesh 

routers should have at least two wireless 

interfaces. Moreover, they are more powerful 

compared to the capabilities of mesh clients, in 

terms of available functions and hardware. 

We define a graph G with size m x n with 

two node types VCn and VRn ∈ V and two types 

of link ECn and ERn ∈ E. VRn are static, 

mains-powered and have Δ multi-radio interfaces 

and Γ multi-channel interfaces while VCn are sim-

ple and mobile. ECn is the set of all links be-

tween VCn and VRn while ERn is the set of all 

links that connect VRns. All VRn are said to be lo-

cated evenly in G, that any VCn can find a near-

by VRn to connect with. VRn has smooth move-

ment on G, that is, if G is divided into cells, VRn 

cannot cross more than one cell at any instant.

For the purpose of this paper, we consider that 

wireless mesh routers have Δ = 2 radios and the 

same number of channels Γ wherein one of the 

channels is specifically for mobility transition 

messages. The two types of radio available for 

wireless mesh routers, one is low power and the 

other is high power
[25]. The high power radios 

used to communicate with another mesh router 

while the low power radio is used to communi-

cate to the mesh clients. Wireless mesh routers 

are chosen to become clusterheads while mesh 

clients are the cluster nodes. We aim to formulate 

a general topology for WMN that would prolong 

network lifetime and ensure connectivity.

Graphically, wireless mesh network can be div-

ided into parts depending on the links in between 

entities, as shown in Figure 2. The access links 
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Fig. 3. Single Hop Clustering

are the paths for client–to-router communication. 

The backbone links are the paths for rout-

er-to-gateway and router-to-router communication. 

Finally, backhaul links are paths for gate-

way-to-Internet communication. On this paper, we 

will only focus on the first two links as men-

tioned since backhaul links are often not cause of 

bottlenecks
[10]. 

To arrive to the proposed algorithm, CTCA, we 

divided our problem into two parts: First is the 

mesh clients-to-mesh router communication, fol-

lowed by mesh router-to-mesh client 

communication.

Ⅳ. Mesh Clients-to-Mesh Router 
Communication

As stated, we model mesh clients as mobile 

and battery powered, while mesh routers are not. 

From this, we would like to address specific 

problems such as:

What communication paradigm would suit the 

mesh clients-to-mesh router links?

How increasing number of nodes and energy 

of the mesh clients affect the topology of the 

access links?

4.1 Single-hop vs. Multi-hop Clustering 
We consider clustering as the main topology 

for mesh clients-to-mesh router communication. 

Clustering has been the method used in wireless 

sensor nodes where in the cluster nodes send data 

to the clusterhead for aggregation
[22]. In wireless 

mesh network context, we define that our mesh 

clients are the cluster nodes and the mesh routers 

are the clusterheads. However, we need to select 

which communication paradigm would suit: sin-

gle-hop or multi-hop communication, given the 

constraints we have.  We analyze each scenario 

and show which approach is better.

4.1.1 Single-Hop Mode

In single-hop clustering, as shown in Figure 3, 

each cluster node can directly communicate with 

the clusterhead. Although, seemingly the cluster 

nodes are treated equally, one of them, the far-

thest of them all from the clusterhead, determines 

the lifetime of the cluster.  This is because the 

farthest node will need to exert more energy to 

reach the clusterhead. Note that, wireless clients 

are the cluster nodes and therefore battery pow-

ered and energy constrained. The energy ex-

penditure of any sending cluster node is given by 

(1), sum of the electronics energy and amplifier 

energy
[19].  

ampelec EEE +=−hopsingle           (1)

where in the amplifier energy is defined as: 

Eamp=cdk, where c is a constant for propagation 

loss and antenna gains of receiver/transceiver, d is 

the distance of the cluster node from the cluster-

head and k is the surrounding’s propagation loss 

constant. Therefore, the farthest node will need to 

have the most energy since its d is the highest. 

Hence, the life of a cluster is bounded by the 

first node to die and which, on this case is the 

farthest node. The required energy of the farthest 

node for the cluster to survive T cycles is:

)2(*hopsingle
k

elec cdETE +=−          (2)

In equation (2), we take note the receiving en-

ergy expenditure of a cluster node by multiplying 

2 on the circuitry since only the receiving circui-

try is involved in the process.

4.1.2 Multi-hop Mode

In multi-hop communication, figure 4, some 

cluster nodes closer to the clusterhead may need 
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Fig. 4. Multi-Hop Clustering

to do additional function such as to relay data 

coming from nodes that are farther away. These 

nodes have additional functions and determinant 

of the lifetime of the cluster in multi-hop 

environment. We divide the clusterhead trans-

mission range into concentric circles of width R. 

A packet in the nth ring needs to travel through 

the inner rings to reach the clusterhead. We say 

that the rings could be from 1 to d/R where d ≥ 

R. If there are N nodes, a node in the nth ring 

will have to relay an average of pn packets:

nrelayampelecselfampelec pEEEEE )2()2(hopmulti +++=−  (3)  

where,  )12(/)))1(()((
/))((

2

222

222

222

−
−

=
−−

−
=

nR
Rnd

dRnnRN
dnRdNpn πππ
πππ

. 

The numerator N(πd2-π(nR)2)/πd2 constitutes the 

average number of nodes that lie outside the nth 

ring and needs the node in nth ring to relay the 

packets it has to send or receive. The denomi-

nator N(π(nR)2-π((n-1)R)2)/πd2is the number of no-

des in the nth ring that need to relay the packet 

from outer rings. Aside from relaying a packet 

for other nodes in the cluster, a node needs to 

send its own packet as well. When receiving a 

packet only the receiver circuitry is used, so that 

the Eelec on the second term of (3) is of factor 2. 

Rewriting equation (3), we arrive to the Emulti-hop* 

needed for the multi-hop cluster to survive T op-

erating cycles.

))2()2((*hopmulti n
k

elec
k

elec pcREcRETE +++=−     (4)  

Considering the worst case scenario that is 

n=1, the closest ring from the clusterhead, we 

get:

)1)(2()2( 2

2

*hopmulti −+++=− R
dcREcRETE k

elec
k

elec    (5)

4.1.3 Synthesis

Now, we need to compare the two worst case 

scenarios of single-hop and multi-hop clustering in 

terms of battery energy required to ensure a life-

time of T operating cycles. We go back to equa-

tion (2) and (5):

)2(*hopsingle
k

elec cdETE +=−

)1)(2()2( 2

2

hop*multi −+++=− R
dcREcRETE k

elec
k

elec .

Ideally, graphing the required energy to survive 

T cycles as one goes farther away from the clus-

terhead for both cases, we have something like 

on figure 5. This shows that as we observe nodes 

and considering their distance from the cluster-

head, we can see difference in node survivability 

between single-hop clustering and multi-hop 

clustering. 

For single-hop, it is the farthest cluster node 

from the clusterhead since it needs more energy 

to communicate with the clusterhead while on 

multi-hop, it is the nearest cluster node since it 

needs to expend more energy to relay packets for 

the nodes that are farther away. By inspection, it 

is apparent that energy requirement for single-hop 

is less than that of multi-hop to survive T cycles 

until a certain distance and is therefore more en-

ergy efficient. 
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Fig. 5. Comparison of Single-Hop and Multi-Hop Clustering
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Fig. 6. ROUTER_AD and CLIENT_AD message 
format.

Fig. 7. The proposed clustering algorithm

4.2 Clustering Algorithm
We introduce 2 advertisements that handle sig-

naling in the system, namely: ROUTER_AD and 

CLIENT_AD.

The ROUTER_AD is propagated by the mesh 

routers while CLIENT_AD is propagated by the 

mesh clients. The information inside these adver-

tisements is shown in figure 6. For clustering we 

used the ROUTER_ADs which are sent through 

low-power radio.

Initially, a wireless mesh client will associate 

with a wireless mesh router, based from a 

ROUTER_AD it receives. A wireless mesh client 

will initiate an association request with a router 

based on the signal strength and services it offers 

which can be referred as weights as indicated in 

the ROUTER_AD. The clustering algorithm starts 

with wireless mesh routers. The wireless mesh 

routers will disseminate this beacon like messages 

using both its low power and high power radio. 

If another wireless mesh router received this mes-

sage on its high power radio, it will forward the 

message to its own active clusternodes for reasons 

that will be discussed later on. If an unassociated 

wireless client received this, it will associate to 

that router and become a clusternode. After this 

phase, clusters are formed with mesh router as 

clusterhead and mesh client as a cluster node. 

Figure 7 describes this mechanism.

A cluster node should need to know the capa-

bility of the new clusterhead and if it allows addi-

tional connection and provides the service it needs. 

The router will broadcast its ROUTER_AD over 

specific channel among its cluster and to the nodes 

in the neighboring clusters, every time tn while the 

client needs to advertise its own every tn. 

Ⅴ. Mesh Router-to-Mesh Router 
Communication

The wireless mesh routers can have multiple 

radios and multiple channels[1]. Although, at first 

look, it could be an advantage, it still needs ap-

propriate planning to be effective and exploit its 

advantages. Compared to any other links, the 

links between mesh routers can usually be a 

source of bottle neck
[10].

We model our wireless mesh routers as nodes 

that have no power constraints and have multiple 

interfaces and dual radios. For simplicity of syn-

thesis, there are at most two radios per router. 

One radio which is the low-power radio is espe-

cially for client-to-router communications while 

the other which is the high-power radio is for 

router-to-router communications. Figure 8 shows a 

2-radio model wireless mesh framework.

Fig. 8. Two-radio wireless mesh router system
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Even though, wireless mesh routers have two 

interfaces the router-to-router topology problem 

can be simplified to become a channel assignment 

problem simply because, only one radio/interface 

is designated for router-to-router communication.

In this section, we will only consider the wire-

less mesh routers and the links between them. 

We have a graph G with entities (V,E) where 

node v ∈ V and link e ∈ E. For every pair that 

of (x,v) ∈ V. If a physical communication link 

exists between them, we denote it by exv where 

exv ∈ E. Also, this link is said to be bidirectional 

so that exv = evx ∀x, v ∈ V, exv ∈ E. Therefore, 

in general any link exv can have values:

⎩
⎨
⎧

∈∀
∈
∉

= Vx, v 
Ee
Ee

e
xv

xv
xv                        

,1
 ,0

    (6)   

 

The router as modeled could only have 1 network 

interface for router-to-router communication so 

that its number of connections is limited to the 

maximum possible channels available, Γ.

∑
∈≠∈

Γ≤
EekxVk

xk
xk

e
,, ,

∑
∈≠∈

Γ≤
EekvVk

vk
vk

e
,,         (7) 

From [23], ripple effect can be prevented by 

assigning one node or interface in the link that 

will do the channel allocation. So that if x assigns 

a channel to be used by link exv, the same chan-

nel cannot be used by v to attach to other node. 

We denote δxv to be the indicator of it.

⎩
⎨
⎧

=
otherwise,0

assignment channelfor  eresponsibl is  node if,1 x
xvδ

   (8)

If link exv  exists, 

xvvxxv e=+ δδ           (9)

(9) denotes that only one of the terms can have a 

value of 1 and the other being 0 based from 

(16). From [23], if exv is a link used by source s 

and destination d to route packets, it is denoted 

by:

⎩
⎨
⎧

=
                                                        otherwise      ,0
e through routed is d  tos from  traffic theif       ,1 xvsd

xvα
 (10) 

where, ∀x, v, s, d ∈ V, exv ∈ E.

A source to destination pair should have con-

straint on the number of hops it should take

VdsH sd

EeVvx

sd
xv

xv

∈∀≤∑
∈∈

,               
,,
α

    (11)

The algorithm that solves the following con-

straints above gives out a logical topology design 

for backbone links.

The channel on ROUTER_AD lists the free 

channels of the router that can be used for 

association. If an unassociated router received this 

advertisement, it associates using the channel en-

forced by the ROUTER_AD. If the router who 

received the ROUTER_AD is already associated, 

it checks if it has a free channel indicated by the 

ROUTER_AD, it associates if they have the same 

free channel and not if it does not have and for-

wards the ROUTER_AD to its own clients within 

its clusters. The algorithm is shown below:

Fig. 9. Backbone Topology Building Procedure

In the algorithm that it is easy to see that the 

number of connections that a node x is upper 

bounded by the number of available channels. 

Figure 10 shows a physical topology where in 

each link represents a path from source and desti-
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nation Figure 10a. We set our nodes to have a 

maximum Γ = 5 channels per node and Hsd = 2 

hops per source to destination pair. The resulting 

topology is shown in Figure 10b. The number on 

the links is the assigned channel.
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Fig. 10. The physical (a) and resulting topology (b) after 
backbone topology formation procedure.

Ⅵ. CTCA–Clustering and Topology 
Control Algorithm

  In this section, we present the Clustering and 

Topology Control Algorithm (CTCA). The overall 

algorithm is shown in below. This is composed of 

the two main catalysts: sending the ROUTER_AD 

and CLIENT_AD in the network. Basically, these 

two signaling messages trigger the overall events 

in the network. The router first sends a 

ROUTER_AD message. In searching for other 

routers to attach to in the backbone, the 

ROUTER_AD is sent to the high power radio 

interface. This would initiate the backbone for-

mation procedure. For the joining of clients, the 

ROUTER_AD is sent through the low power radio 

which initiates the cluster formation procedure. It 

may initiate association between routers, between 

routers and clients and handoff procedures. This 

mechanism is shown in Figure 11.

Fig. 11. The Clustering and Topology Control Algorithm (CTCA)

The CTCA is a clustering and topology control 

algorithm for multi-radio and multi-channel wire-

less mesh network. The goals as mentioned are to 

prolong network lifetime and maintain connectivity 

of the whole network with consideration of mobi-

lity, differences among nodes and lesser control 

overhead. To prolong the network lifetime, we 

utilize a single-hop communication paradigm. To 

maintain connectivity, a topology control algorithm 

is used. The formation of clustering and topology 

control is restricted by a control message which 

is employed carefully to achieve the main goals 

and handle the considerations.

ⅤⅡ. Performance Analysis

We evaluate our clustering algorithm on the ac-

cess layer (wireless client-to-wireless router) com-

munication by illustrating a series of scenarios. 

The analyses that will be presented will prove 

that CTCA’s single-hop cluster formation of the 

access layer is scalable and prolongs network life-

time compared to multi-hop cluster formation.

Equations (2) and (5) show the required energy 
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Fig. 12. The relationship of the required energy of a 
node to survive in T cycles and distance using CTCA, sin-
gle-hop and multi-hop cluster formation with varying values 
of k

- Relay node

- Clusterhead  (mesh router )

Fig. 13. Cluster using relay nodes

for the worst-case scenario of single-hop and mul-

ti-hop cluster cases, respectively. Given that T = 

100 cycles, Eelec = 5x10-6, c = 5x10-6, and d var-

ies within {1 - 200} meters, we have the follow-

ing graph as shown in Figure 12 for different 

cases of k = {2, 5} with R = 100.  Note that 

kis the propagation constant and is therefore de-

pendent on the environment. 

In CTCA, we add RSSI (received signal 

strength indicator) as one of the criteria for clus-

ter node association. This RSSI determines how 

far a node from a clusterhead
[24]. For the scenario 

above, we determine that the maximum distance 

is up to 100 meters for the good operation of 

single-hop method. We let CTCA to operate 

restrictedly. Using a threshold RSSI value, a clus-

ter node discards ROUTER_IDs from clusterheads 

outside the operating region. 

The distance of every client that will associate 

from a clusterhead should be controlled. This is 

because that we cannot have an arbitrary node as-

sociate with a clusterhead if it lies too far from 

it. Take note that, the received signal deteriorates 

with a factor of 1/R
k. To prevent excessive en-

ergy expenditure, the algorithm make used of the 

RSSI (received signal strength indicator) and other 

weights in choosing router to connect to. This 

will control the amount of nodes and the 

distance. RSSI is determined by the client and it 

is just added in the ROUTER_AD for clarity of 

criteria. Another way, to prolong network lifetime 

is the addition of relay station. Relay station ex-

tends the coverage of a clusterhead and thus the 

distance of every node from a clusterhead is 

shortened. This relay nodes, figure 13, act like re-

peaters that would shorten the logical distance be-

tween the clusterhead and clusternodes. Relay no-

des are not battery powered and therefore not a 

source of energy problem. Although this solution 

could be very promising, this has not been fully 

investigated.

To prove the scalability, we need to show that 

for increasing number of nodes, the CTCA sin-

gle-shop should always have less amount of en-

ergy spent compared to multi-hop approach. We 

perform a simple simulation where in the initial 

energy is 100J, the transmit energy is 0.6J and 

receiver energy is 0.2J. We added nodes until the 
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Fig. 14. The energy spent of the worst-case node and 
number of nodes

Fig. 15. Network lifetime and number of nodes

worst case node’s energy of either case gets de-

pleted completely. The result is shown in Figure 

14 and 15 wherein for all cases, the energy spent 

of the single-hop and CTCA maintains to be low-

er than that of the multi-hop cluster. 

Generally, we want to prolong the network 

lifetime of the cluster. In reality, the number of 

packets pn need to relay by a node increases as 

the number of nodes in a cluster increases. In 

Figure 15, we plot the normalized network life-

time versus the number of nodes in the cluster. 

In here, the energy is fixed for both the sin-

gle-hop and multi-hop initially and their distance 

from the clusternode is also fixed. As the number 

of nodes increases between the closest node and 

farthest node, the energy in the worst-case node 

in multi-hop depletes and therefore, the network 

lifetime decreases. However, the farthest node is 

the determinant for single-hop and CTCA and in 

figure 15, it is independent of the number of no-

des in the network. From this, we show that our 

choice of communication in the cluster is scalable 

since the network lifetime is not affected by an 

increasing number of nodes. 

Fig. 16. The relationship of normalized network lifetime 
and distance.

Finally, in Figure 16, we show the relationship 

of distance of the worst case node to network 

lifetime. On single-hop, as the node goes farther 

away from the clusterhead, more energy is used 

to reach the clusterhead and this reduces cluster 

lifetime. On the other hand, more energy is used 

whenever a node is closer to the clusterhead in 

multi-hop cluster. Plotting the worst-case scenario 

for both communication models, the single-hop 

still wins over multi-hop in prolonging the clus-

tered network lifetime. 

Since, the communication with client-to-router 

and router-to-router is using different radios; these 

two mechanisms can be done simultaneously. This 

saves time and initial start ups in the network. 

The messages are sent via different radios and 

this reduces traffic for each. Following this, we 

would like to prove some claims in our paper.

Lemma 1: All wireless mesh clients can find a 

mesh router to associate with to form cluster.

Proof: Since the all the nodes are uniformly 

distributed throughout the network, a mesh client 

would surely be associated after it has received a 

ROUTER_ID and followed an associate procedure. 

Given a mesh router R1 on a space G of arbi-

trary size s, there exists another mesh router R1 

within a transmission range TC in a uniformly 

distributed space, such that a mesh client can 

hear a ROUTER_ID.

Lemma 2: Here exists at most one mesh router 
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in the vicinity of a mesh client that can be asso-

ciated with.

Proof: We denote R as the set of all mesh 

routers and R´ is the set of mesh routers that 

have the highest signal strength PR or highest 

weight within a mesh client's transmission range 

TC where ∀Rn ∈ R´, Rn" = {Rx|d(Rx,Rn) ≤ TC, 

Rx ∈ R}. We also define Rx ∈ Rn" belongs to 

R´ which is a contradiction of the Lemma. Based 

on the algorithm, Rn.PR > Ry.PR, ∀Ry ∈ Rn". 

Since Rx ∈ Rn", then Rn·PR > Rx.PR. If Rx be-

longs to R´, then Rx.PR > Ry.PR which is a 

contradiction. Therefore, if Rn ∈ R´ and Rx∈Rn", 

the statement Rx∈ R´ is false.

ⅤⅢ. APPLICATION

The topology set-up presented for multi-radio 

multi-channel wireless mesh network can be ap-

plied to several real life scenarios. 

8.1 Scenario 1
We could think of the mobile mesh clients as 

sensor nodes while the mesh routers are the 

sinks. These sensor nodes are attached to children 

to monitor their location. An alert will be as-

serted whenever a child goes out of the coverage 

area.

8.2 Scenario 2
In a smart home, with wireless mesh routers 

mounted, the sensors/wireless mesh clients are 

scattered around to provide information regarding 

the physical/psychological state without intervening 

one’s privacy.

8.3 Scenario 3
In an office, the wireless mesh routers can be 

mounted to every department room where every 

employee’s computer is connected. To be able to 

communicate to other departments, their router 

will seamlessly send/receive data from other rout-

ers of another department.

Ⅸ. Conclusion

On this paper, we have formulated a clustering 

and topology control algorithm for multi-radio 

multi-channel wireless mesh networks. We divided 

the WMN system into two parts. The first part is 

called the access layer which consists of wireless 

mesh clients and routers and the links between 

them. The second part is called the backbone lay-

er which consists of wireless mesh routers and 

the links between them. We use clustering and 

based it from single-hop communication paradigm 

to the access layer to prolong network lifetime 

and handle mobility of nodes. A topology control 

problem is presented for the backbone layer. We 

propose a heuristic which aims an overall im-

provement on network lifetime and sets up a top-

ology for backbone links. A performance evalua-

tion is provided to show the effectiveness of the 

proposed algorithm. 
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