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ABSTRACT

The performance of a TCP protocol on MANETs has been studied in a numerous researches. One of the 

significant reasons of TCP performance degradation on MANETs is inability to distinguish between packet losses 

due to congestion from those caused by nodes mobility and as consequence broken routes. This paper presents 

the Cluster-Label-based Routing (CLR) protocol that is an attempt to compensate source of TCP problems on 

MANETs – multi-hop mobile environment. By utilizing Cluster-Label-based mechanism for Backbone, the CLR 

is able to concentrate on detection and compensation of movement of a destination node. The proposed protocol 

provides better goodput and delay performance than standardized protocols especially in cases of large network 

size and/or high mobility rate.
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Ⅰ. 서  론

Mobile ad hoc networks (MANETs) are formed 

by the wireless mobile nodes communicating with 

each other without presence of fixed 

infrastructure. The nodes communicate directly 

while in transmission range of each other and use 

routing algorithms for multi-hop communications. 

Every node could function as an end system, a 

router or both of them at a time where end sys-

tem nodes send or receive data and router nodes 

forward data. The IETF MANET working group 

[1] has standardized OLSR (Optimized Link State 

Routing) [2], AODV (Ad hoc On-demand 

Distance Vector Routing Protocol) [3] and DSR 

(Dynamic Source Routing) [4], where first is pro-

active and last two are reactive routing protocols 

respectively. In proactive protocols like OLSR or 

DSDV (Distributed-Sequenced Distance Vector 

Routing Protocol) [5], all nodes should maintain 

its routing table to all possible destinations re-

gardless of actual needs for the route between 

source and destination nodes. In reactive protocols 

such as AODV or DSR, the route is obtained by 

source node in on-demand manner only when 

there is a data to send.

In addition to the above mentioned network 

layer protocols, a transport layer protocol such as 

TCP (Transmission Control Protocol) is also need-

ed for reliable data communications. As the TCP 

protocol is most widely used for current Internet 

applications it is well tuned for handling wired 

connections. The TCP attempts to determine the 

optimal available bandwidth using congestion con-

trol mechanisms such as slow-start and AIMD 

(additive increase and multiplicative decrease). The 

packets loss is used as congestion indication forc-

ing to decrease the congestion window. However, 

in an environment presented by MANETs packet 

loss due to broken routes can result in the coun-

ter-productive invocation of TCP’s congestion con-

trol mechanism thus leading to underutilization of 

bandwidth and reducing effectiveness of protocol. 
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There have been a number of studies that address 

that problem in literature [6-11].

It has been shown that the mobility of nodes 

causes most degradation of TCP performance in 

MANETs [6-7, 9, 11].In addition to the problems 

inherited from wireless networks, the multi-hop 

environment in a presents of mobility poses new 

problems. This paper is focused on a routing sta-

bility problem. Since the route in a MANET is a 

set of links between nodes connecting source and 

destination at any given time any of the nodes 

participating in a data routing could move out 

causing the packet loss and consequently the per-

formance degradation. The common approach for 

solving mobility problem is to use mechanisms to 

(a) detect and distinguish link failures, and (b) in-

itiate the proper response. Examples of such 

schemes include Explicit Link Failure Notification 

(ELFN) [6] and TCP-F [12], where the inter-

mediate node detects packet loss and sends ex-

plicit notification to the source node so that the 

sender can distinguish between route failures and 

congestion, and initiate a proper response. 

However, the approach has problem of scalability 

in case of large or dense network with heavy 

traffic.

This paper proposes a routing protocol called 

Cluster-Label-based Routing Protocol (CLR) for 

improving TCP performance over MANET. 

The CLR is built on top of the backbone cre-

ated by the topology control scheme called 

Cluster-Label-based mechanism for Backbone 

(CLaB) [14]. The CLaB constructs and constantly 

maintains the overlay infrastructure based on inter-

connected clusters. Each cluster is assigned with 

unique identifier called Cluster-Label and main-

tenance algorithm provides constant connectivity 

between Cluster-Labels. The CLR establish path 

from source to destination utilizing the cluster-la-

bels rather than nodes IDs. Using such approach 

leaves the problem of intermediate nodes move-

ment to the CLaB and remain problems of desti-

nation node movement and route recalculation. In 

order to cope with these problems the destina-

tion-initiated movement notification is used and 

cluster-labels routing tables is constructed using 

proactive messages exchanges.

The rest of the paper is organized as follows. 

Section Ⅱ gives an overview of Cluster-Label-based 

mechanism for Backbone. Section Ⅲ describes the 

Cluster-Label-based Routing protocol. Section Ⅳ 

shows performance evaluations and Section Ⅴ con-

cludes the paper.

Ⅱ. An Overview of Cluster-Label-based 
mechanism for Backbone

The Cluster-label-based mechanism for Backbones 

(CLaB) forms and maintains backbone over an ad 

hoc network. The following definitions are used.

Definition 1: A cluster is a set of nodes with a 

central node called clusterhead. Any node in a 

cluster can communicate with a clusterhead 

directly.

Definition 2: A host cluster X for a node N is a 

cluster such that the N and the clusterhead of X 

can communicate directly.

Definition 3: Two clusters are overlapping if 

there is at least one node that can communicate 

directly with clusterheads of both clusters.

The goal of the CLaB is to create clusters and 

maintain connections between them in case of no-

des movement. In addition unique identifier called 

Cluster-Label is assigned to each newly created 

cluster. Hence, a node can be found in a network 

by the Cluster-Label of a host cluster. 

The creation and maintenance of a clustered 

network is based on a periodic exchange of local 

information between neighbor nodes. Nodes peri-

odically exchange "Hello" packets with in-

formation about itself that defines node’s unique 

ID, status and host cluster related information. 

The status can be a clusterhead, a member or or-

phan which corresponds to neither clusterhead nor 

member. Each orphan node should participate in 

an election of a clusterhead within transmission 

range. Once the clusterhead is selected every node 

in its transmission range silently becomes a mem-

ber of a newly created cluster and thus is not eli-

gible to participate in a further clusterheads 

election. If node does not hear from any cluster-

head for a three "Hello"packet periods it changes 

its status to orphan and starts the clusterhead 

election process again. For the simplicity the low-

est ID clustering algorithms [14]is used throughout 

the paper. However, it is worth noting that any 
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clustering algorithm can be used as long as it 

does not avoid overlapping clusters and can be 

executed locally.

For each newly created cluster the unique 

Cluster-Label is generated and spread among clus-

ter members by clusterhead. Once the 

Cluster-Label is propagated by clusterhead the for-

mation part is complete and the continuous main-

tenance part takes place.

Each node n by receiving "Hello" message 

from neighbor nodes collects and keeps following 

information: l(n) is a set of neighbors of node n 

and c(n) is a set of cluster labels of host clusters 

for node n. Then

 
∀∈  

  

is a set of cluster labels whose clusterheads are 

residing within two hops range from node n. The 

two hops restriction is set in order to track over-

lapping clusters only. The "Hello"message from 

node n therefore contains ID, information about 

current state, c(n) and p(n). The clusterhead 

should indicate its cluster by setting additional 

field.

The following relationship is defined

    ⊂    ⊂ ∨⊂ 
  

On receiving the "Hello"message from a clus-

terhead each node n should check whether 

p(n)>p(CH). Here notation of CH is used to sub-

stitute ID of particular clusterhead. Therefore the 

p(CH) is a p(X) where X is an ID of 

clusterhead. If node Y finds that p(Y)>p(CH), the 

node Y should automatically set its status to clus-

terhead and start propagating the "Hello" message. 

No confirmation is required from a previous 

clusterhead. The decision is based simply on com-

parison of local p(n) versus one received from a 

clusterhead.

Since the maintenance part cannot assure that 

clusterheads of neighbor clusters are two hops 

away from each other the newly selected cluster-

head should discover and keep set of three hops 

away connections with neighbor clusters. Let’s de-

note list of three hops away clusterheads as 

p3(CH). Then

  ∀∈ 

Both p(CH) and p3(CH) are used for commu-

nications with neighbor clusters.

From the procedure described above, the fol-

lowing definition of a cluster-label and a cluster-

head can be stated:

Definition 4: A cluster-label is an unique identi-

fier of a group of nodes with a single node car-

rying the role of a clusterhead. Once created the 

cluster-label is further defined by neighbor clus-

ter-labels.

The definition 4 is essential in a sense that it 

not only defines the cluster-label but the mecha-

nism of preventing the change of it. Since the 

maintenance of a cluster-label depends on clus-

ter-labels of neighbor clusters the group of ad-

jacent clusters forms protection against nodes 

mobility.

In general, the maintenance part takes place be-

tween cluster members and the current clusterhead 

sharing same cluster label. The clusterhead re-

placement is based on ability to support existing 

connections with neighbor clusters and then the 

affect of a clusterhead replacement is minimal 

from the point of view of the backbone. Since 

both formation part and maintenance part relies 

on periodical exchange of "Hello" packets be-

tween one hop neighbors which is similar to most 

routing protocols, the energy consumption does 

not exceed energy consumptions presented by pre-

vious routing protocols. 

Ⅲ. Cluster-Label-based Routing Protocol

The main purpose of routing is to provide sta-

ble connection between source and destination de-

spite node movement. The Cluster-Label-based 

Routing Protocol (CLR) is to utilize the advan-

tages given by CLaB mechanism.

Each node in network is defined by its unique 
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identifier called node’s ID and its location with 

regard to the backbone created by CLaB. 

Therefore the task of CLR is to find the initial 

location of a node and track its movement 

through clusters. 

The discovery part uses reactive approach. 

Whenever source node needs to acquire the route 

to destination it issues the Route Request (RREQ) 

packet to its host cluster’s clusterhead in the fol-

lowing form: {sourceID, destID}, in which 

sourceID and destID are IDs of source and desti-

nation nodes, respectively. The clusterhead then 

forwards the RREQ to clusterheads of neighbor 

clusters. The process is repeated for each receiver 

clusterhead, until the cluster of the destination 

node is found. The difference from traditional re-

active routing algorithms is that each clusterhead 

attach its cluster label instead of node's ID to 

RREQ prior to forwarding. None of other for-

warding nodes (gateways) can change the RREQ. 

Therefore, upon receiving the RREQ, the destina-

tion node sends RREP back to source node using 

reversed route in the following form: {sourceID, 

sourceCL, CL1, CL2, …, destCL, destID}, in 

which sourceCL and destCL are the cluster labels 

of source’s and destination’s host clusters, re-

spectively; and CL1, CL2, … are cluster labels of 

intermediate clusters. In essence the route discov-

ery is a form of controlled flooding algorithm 

where the RREQ message is propagated to all 

network through forwarding from one cluster to 

another. Every clusterhead propagates only first 

received RREQ message for a particular 

source/destination pair therefore the problem of 

uncontrolled flooding often presented in reactive 

routing protocols is absent. 

The route maintenance part divided into two 

separate algorithms: notification and route 

re-calculation. Each clusterhead is responsible for 

propagating its p(CH) to the network triggered by 

permanent addition or deletion of records from 

p(CH).On receiving such information from all 

clusters each node constructs the cluster-labels 

routing table and is able to calculate the route to 

any cluster in terms of cluster-labels.

At any time a node X is able to associate it-

self with a cluster-label A if it receives "Hello" 

messages from clusterhead of a cluster A. 

Therefore, node X also able to detect if current 

cluster-label is changed. Since such movements 

present a problem for validity of active routes, it 

is necessary to provide mechanism for detection 

of node movements by both sender and receiver. 

It is done using RCHG message. The RCHG 

message is issued by a node that detects change 

of associated cluster-label. The payload of the 

RCHG is {ID, CL}, where ID is unique identifier 

of sender and CL is current associated clus-

ter-label. For every destination in routing table the 

new route is recalculated using last two entries in 

a routing sequence (destCL, destID) and clus-

ter-labels routing table described in paragraph 

above. Then, RCHG is sent to every destination 

using updated routing entries. On receiving the 

RCHG a node should check whether the sender is 

in the active routing table. If not, the RCHG is 

ignored. Otherwise, the route is recalculated using 

cluster-labels routing table. The recalculation is re-

quired since the movement of a source or destina-

tion node can be quite chaotic and simple addi-

tion of a current host cluster’s cluster-label could 

lead to longer route causing delay and throughput 

degradation.

In case of route failure due to simultaneous 

movement of source and destination node or 

packet loss the RREQ is issued again following 

standard routing protocols routine. However, any 

of suggested techniques for improvement of TCP 

performance such as ELFN[13] could be used in 

conjunction with CLR.

It is worth noting that the CLR uses both re-

active and proactive approaches. Potentially this 

may lead to the high overhead comparing to other 

routing protocols. However, the route discovery 

uses RREQ broadcasting through clusterheads on-

ly, which is well known technique to reduce the 

control overhead. On the other hand the proactive 

approach uses event-triggered directed 

transmission. Since the CLaB takes care of con-

nections between neighbor clusters such events oc-
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Item Value

Simulation Time 1200s

Maximum Link Bandwidth 2Mbps

Number of Nodes 200

Mobility Model Random-waypoint

Pause Time 30s

Maximum Number of TCP 

Connections
40

TCP Version NewReno

TCP Window Size 32

Packet Size 1460bytes

Transmission Range 250m

Table 1. Simulation Parameters.curs rarely comparing with that in proactive pro-

tocols such as DSDV or OLSR. Also, since the 

information about cluster-labels (group of nodes) 

is propagated rather than nodes, the amount of 

data is quite small. The same holds true in regard 

to the computation power consumption and 

amount of memory resources necessary for keep-

ing the cluster-labels routing table. It can be ar-

gued that the destination-initiated notification 

could be harmful for the UDP connections since 

the destination often is not aware about route to 

the source node and therefore cannot send the 

RCHG. In such a case the route recovery could 

be done in a standard manner by re-issuing 

RREQ message from a source node. However, in 

this case the RREQ could be unicasted to the 

previous host cluster of a destination node to be 

broadcasted from there which can greatly increase 

the speed of route discovery. In previous work 

[14] it has been suggested to use previous cluster-

head for packets forwarding and RCHG notifica-

tions in a way similar to one often used in the 

handoff procedure. However, such approach does 

not work well for slow data rate, where cluster-

head could be changed before next packet arrives.

Ⅳ. Performance evaluation

4.1 Simulation Model
All simulations are implemented using ns2 net-

work simulator [15]. The common simulation pa-

rameters are presented in Table 1

AODV, DSR and OLSR were used as targets 

for comparison. All three protocols are stand-

ardized by IETF MANET working group. First 

two protocols use reactive approach for routing 

discovery and maintenance. The route is obtained 

on-demand when needed and dropped if not used. 

The OLSR uses proactive approach meaning that 

regardless of actual needs for a route the routing 

table on each node contains routes to all possible 

destinations in a network. The information is up-

dated through periodic data exchanges with 

neighbors.

4.2 Accuracy of simulations
Presented results had been obtained from the 

simulation on NS2 network simulator. In order to 

strengthen obtained results the average of 20 sim-

ulations is presented below. The parameters of a 

network for corresponding points in a graph are 

same while initial distribution of nodes is random 

across the network area. TCP connections between 

nodes are fixed, i.e. node X always establish-

esconnection with node Y throughout a simulation 

set. The CLaB algorithm starts immediately after 

the start of simulation while 

first attempt to establish TCP connection issued 

5 seconds after the simulation starts. Since the in-

itial placement of nodes differs with each simu-

lation run the connection parameters such as num-

ber of hops between connection participants differ 

as well. 

Another issue is the choice and accuracy of a 

simulation tool and hence the accuracy of ob-

tained results itself. There are three major simu-

lation tools widely used by research community: 

NS2, Glomosim [17] (currently succeeded by 

QualNet [18]) and OPNET Modeler [16]. NS2 

and Glomosim are free tools while QualNet and 

OPNET Modeler are available under commercial 

license. The wide support and a free license made 

NS2 network simulator a de facto 

standard for network simulations within 

academia. 

It has been argued [19] that network simulators 
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Fig. 1. Average Route Lifetime vs network size for 
mobility rate 5m/s

Fig. 2. Average Route Lifetime vs network size for 
mobility rate 10m/s

Fig. 3. Average Route Lifetime vs network size for 
mobility rate 15m/s

Fig. 4. Average Route Lifetime vs network size for 
mobility rate 20m/s

often fail to represent realistic model of network 

and especially MANETs leading to inaccurate 

results. In particular it is often difficult or impos-

sible to configure realistic simulation and environ-

ment parameters such as terrain relief, radio prop-

agation model, climate, mobility model. From the 

other hand the network simulators could present 

fair general network model within certain 

boundaries. Since the real evaluations on a testbed 

are very expensive in a case of MANETs the 

NS2 remains primary research tool for initial dis-

covery of a network performance.

4.3 Simulation Results
The first set of simulation results (Figures 1-4) 

presents result of average route lifetime in relation 

to the network size. Since movement of any in-

termediate node is the primary cause of route 

failure for reactive routing algorithms and does 

not particulary affect proactive routing algorithms 

the Figures 1-4 presents three routing protocols. 

Mobility rate affect the time that direct link be-

tween two adjacent nodes is kept and effect of a 

network size is a possible maximum number of 

intermediate nodes in a route. Figure 1 shows 

that route lifetime in case of CLR is more than 4 

times longer in case of small network size than 

that of the AODV and DSR in case of small 

speed. With increase of a network size the gap 

between CLR and compared protocols is increase 
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Fig. 5. Average Route Lifetime vs network size for 
mobility rate 5m/s

Fig. 6. Average Route Lifetime vs network size for 
mobility rate 10m/s

Fig. 8. Average Route Lifetime vs network size for 
mobility rate 20m/s

Fig. 7. Average Route Lifetime vs network size for 
mobility rate 15m/s

drastically. Note that route caching exploited by 

DSR helps to slow the decrease of route lifetime 

in case of slow mobility rate. Figures 2-3 shows 

similar pattern. The route lifetime of CLR slightly 

decreases with increase mobility. However it still 

much longer than route lifetimes of compared 

protocols. Figure 4 shows case of high mobility 

rate of 20 m/s. In this case CLR also performs 

much better than AODV or DSR. However it is 

worth noting that caching mechanism of DSR 

plays against it in case of large network size. 

This occurs because of invalidation of caching 

due to high mobility and network size.

The second set of simulation results (Figures 

5-8) shows average goodput achieved using 

AODV, DSR, OLSR and CLR versus network 

size with varying mobility rate. The route length 

has indirect effect to the goodput. Once the num-

ber of intermediate nodes becomes bigger the risk 

of route failure increases. It does not affect pro-

active routing protocols as much as it affect re-

active routing. However, it is shown that perform-

ance of all protocols drops as the network area 

increases. Among AODV, DSR and OLSR proto-

cols the proactive algorithm works better. As 

could be expected from route lifetime simulations 

(Figures 1-4) CLR protocols outperforms both 

DSR and AODV with a big margin. However, 

while CLR could be considered reactive routing 

protocol it shows better results than OLSR. This 
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Fig. 10. Average Packets Delay vs Packets Arrival Rate 
for mobility rate 10m/s

Fig. 12. Average Packets Delay vs Packets Arrival Rate 
for mobility rate 20m/s

Fig. 11. Average Packets Delay vs Packets Arrival Rate 
for mobility rate 15m/s

Fig. 9. Average Packets Delay vs Packets Arrival Rate for 
mobility rate 5m/s

is due to the high routing messages overhead 

caused by OLSR and the numerous layer 2 con-

tentions and congestion periods that caused by 

this overhead. As oppose to that the CLR routing 

overhead consists only of relative information 

while allowing to avoid route failures.

The third set of simulations shows the delay 

performance of a 1km2 case with varying average 

packet arrival rate. The typical simulation scenar-

ios consider high packet arrival rate. Therefore for 

such simulations a throughput or goodput is ap-

propriate metric. However, some TCP applications 

such as interactive communications, chatting, tel-

net, etc. issue a data at much slower rate and re-

quire a low per-packet delay rather than high 

throughput. Figures 9-12 shows the average packet 

delay in a TCP flow. The average packet delay is 

calculated as an interval between packet arrival at 

the source node and receiving acknowledgement 

message from a destination node.

It is shown that for low speed corresponding to 

5m/s case the average TCP packet delay is sim-

ilar for all protocols while the data arrival rate is 

high enough so that reactive routing protocols can 

detect the broken route. In case the data arrival 

rate is low, the reactive protocols do not detect a 

broken route until after the route error 

notification. However in case of OLSR and CLR 

the route update is independent of data arrival 

rate and thus no delay is caused. The situation 

becomes even worse in case of increasing max-

imum nodes speed. The links between inter-
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mediate links becomes volatile more often and the 

delay is caused even in case of relatively high 

data arrival rate. Again delay is not increased in 

case of OLSR and CLR since both protocols use 

proactive approach and does not require sending 

the data in order to detect the broken route.

Ⅴ. Conclusions

This paper presents the performance analysis of 

TCP over Cluster-Label-based Routing Protocol 

for Mobile Ad Hoc Networks. The routing proto-

col is presentedon the top of a backbone created 

by Cluster-Label-based mechanism for Backbone. 

The routing discovery algorithm is performed re-

actively and route maintenance algorithmis per-

formed proactively. The presented protocol is 

compared with existing protocols: OLSR, AODV 

and DSR which are standardized protocols under 

IETF MANET working group.The performance 

evaluations are presented by simulations and show 

that in terms of goodput the CLR performs better 

than compared protocols, especially in cases of 

high nodes mobility and large network size. 

Average delay imposed by discovery of broken 

routes is comparable with presented by proactive 

routing protocols such as OLSR.Overall the ob-

tained results combined with previous studies on 

Cluster-Label-based mechanism for Backbone 

makes the CLR suitable protocol for MANETs in 

case of large networks with low to very high mo-

bility of nodes.
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