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Pose-normalized 3D Face Modeling for Face Recognition

Sunjin Yu*, Sangyoun Lee*  Regular Members

ABSTRACT

Pose variation is a critical problem in face recognition. Three-dimensional(3D) face recognition techniques 

have been proposed, as 3D data contains depth information that may allow problems of pose variation to be 

handled more effectively than with 2D face recognition methods. This paper proposes a pose-normalized 3D 

face modeling method that translates and rotates any pose angle to a frontal pose using a plane fitting method 

by Singular Value Decomposition(SVD). First, we reconstruct 3D face data with stereo vision method. Second, 

nose peak point is estimated by depth information and then the angle of pose is estimated by a facial plane 

fitting algorithm using four facial features. Next, using the estimated pose angle, the 3D face is translated and 

rotated to a frontal pose. To demonstrate the effectiveness of the proposed method, we designed 2D and 3D 

face recognition experiments. The experimental results show that the performance of the normalized 3D face 

recognition method is superior to that of an un-normalized 3D face recognition method for overcoming the 

problems of pose variation.
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Ⅰ. Introduction

Although current 2D face recognition systems 

have reached a certain level of maturity, 

performance has been limited by external conditions 

such as head pose variation and lighting 

conditions
[1,2]. To alleviate these factors, 3D face 

recognition methods have recently received 

significant attention, and the appropriate 3D sensing 

techniques have been highlighted
[3–6]. Many 3D data 

acquisition methods that use general-purpose 

cameras and computer vision techniques have been 

developed
[5,6]. Since these methods use general 

purpose cameras, they may be effective for low-cost 

3D input sensors that can be used in 3D face 

recognition systems. Previous approaches in the field 

of 3D shape reconstruction in computer vision can 

be broadly classified into two categories; active and 

passive sensing. 

Although the stereo camera, a kind of passive 

sensing device, infers 3D information from multiple 

images, the human face contains an unlimited 

number of features. Because of this, it is difficult to 

use dense reconstruction with human faces. There is 

also a degree of ambiguity when matching point 

features. This is known as the matching problem
[7]. 

Therefore, passive sensing is not an adequate choice 

for 3D face data acquisition. 

Active stereo sensing, however, uses CCD 

cameras to project a special pattern onto the subject 

and reconstruct shapes by using reflected pattern 

imaging
[8]. Because active sensing is better at 

matching ambiguity and also provides dense feature 

points, it can act as an  appropriate 3D face-sensing 

technique. 

In general, a 3D face modeling device requires 

pose normalization in order to recognize faces after 

acquisition. Some face recognition systems using 3D 

face data assume that a normalized 3D database 

exists already. They may also carry out another pose 
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Table 1. Motivation for Research

normalization step after the initial acquisition step[9–13]. 

This represents a 3D head pose normalization 

problem in 3D face recognition systems. Solutions 

to this kind of problem can be roughly divided into 

feature-based and appearance based methods. 

Feature-based methods try to estimate the position of 

significant facial features such as the eyes, the nose 

or the mouth in the facial range or intensity image. 

Appearance-based methods consider the facial image 

as a global entity
[14]. This paper presents a new 

method for automatic pose normalized 3D face 

modeling which is able to perform both 3D face 

data acquisition and pose normalization simul-

taneously. Table 1. shows our motivation for this 

research. In the proposed system, both binary and 

color time-multiplexing patterns are used in order to 

solve matching problem. Once the matching problem 

is solved, the 3D range data is computed by using 

triangulation. Triangulation is a well-established 

technique for acquiring range data with matching 

point information
[5]. For 3D head pose normali-

zation, we define a 3D head pose. Especially, we 

use 2D and 3D information fusion which is based 

on feature-based model. In 2D space, we use Active 

Appearance Model(AAM)
[15] and in 3D space, we 

use 3D normal vector from a 3D facial plane which 

is made from 3D facial features. This paper is 

organized as follows. Section 2 presents background 

and section 3 discusses our 3D modeling system and 

generating patterns. In Section 4 proposed 3D head 

pose normalization method is explained and Section 

5 shows the  experimental results. Finally, section 6 

concludes the paper. 

Ⅱ. Background

2.1 Active Appearance Model
A statistical model of the shape and grey-level 

appearance of the face is trained using AAM. In 

these models, the face model is fit to the given 

image and the extracted model parameters are used 

in various applications such as tracking, recognition, 

pose estimation and expression recognition. Each 

shape sample can be expressed by means of a set of 

shape coefficients as shown in equation (1) and 

texture as shown in equation (2).

(1)

(2)

where  is the mean shape,  is the matrix 

with eigenvectors on the shapes,  is a shape 

coefficient,  is the mean texture,  is the matrix 

with eigenvectors on the texture, and  is a texture 

coefficient. Since the shapes and gray-level textures 

can be correlated with each other, the shape and 

texture coefficients can be concatenated into a vector 

as shown in equation (3).

(3)

In equation (3),  represents the eigenvectors 

and  is a vector of the appearance parameters 

which control both the shape and gray-levels. Thus 

all images are modeled with a vector  which 

describes both the shape and gray-level texture 

variations together. 

With the given face image, it is necessary to 

search for a 2D face model that minimized the 

texture error[15]. After AAM matching, ,  and  

are extracted and used as shape coefficients,  

represented the mean texture, and  is the matrix 

with eigenvectors on the texture. All of these are 

used as features to identify faces.

2.2 Camera Calibration
Calibration is the process of estimating the 
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(a) points in left view   (b) epipolar lines in right view

Fig. 1. Calibration patterns and examples of epipolar lines 

parameters that determine a projective trans-

formation from the 3D space of the world onto the 

2D space of image planes. A set of 3D to 2D point 

pairs for calibration is obtained with a calibration 

rig. If we know 6 point pairs, calibration matrix is 

uniquely determined. However, in many cases, since 

they have errors, more than 6 point pairs are 

recommended, and it results in over-determined 

problem. In this paper, we use 96 point pairs for 

high accuracy. Then the stereo camera system is 

calibrated with the DLT(Direct Linear Transform) 

algorithm
[5,6].

2.3 Epipolar Geometry
We use epipolar geometry in order to solve 

matching problem. Epipolar geometry refers to the 

intrinsic projective geometry between two given 

views. It is independent of scene structure, and 

depends only on the camera’s internal parameters 

and relative pose
[6]. The fundamental matrix  

encapsulates this intrinsic geometry. If a point in 3D 

space, , is imaged as  in the first view, and  

in the second, then the image points can be said to 

satisfy the relation equation (4), (5).

(4)

(5)

The fundamental matrix is also an algebraic 

representation of epipolar geometry. It derives the 

fundamental matrix from the mapping between a 

point and its epipolar line, and then specifies the 

properties of the matrix
[6]. Using the normalized 

8-point algorithm[6,16], we extract the fundamental 

matrix. Fig. 1. shows calibration patterns and 

examples of epipolar lines.

2.4 3D Reconstruction
Stereo vision is based on capturing a given scene 

from two or more points of view and then finding 

the matching pairs between the different images in 

order to triangulate the 3D position. However, 

difficulties in finding the matching may arise, even 

when taking into account epipolar constraints. 

Active stereo vision using light can be divided into 

time-multiplexing, spatial neighborhood and direct 

coding
[8]. It is possible to use both binary and color 

time-multiplexing coded patterns to solve the 

matching problem. The idea of these methods is to 

provide distinguishing features in order to find the 

matching pairs. To acquire 3D information, we use 

the triangulation method that is the process of 

obtaining a real 3D position from two intersecting 

lines
[5]. These lines are defined by the matching 

pairs and information from each calibration. After 

camera calibration, the triangulation method is used 

to obtain the 3D depth information
[6]. 

Ⅲ. 3D Face Modeling System

For the 3D face modeling system, we design 

coded patterns for solution of matching problem and 

proposed absolute code interpolation for dense 

reconstruction. We use 2 cameras and 1 projector.

3.1 3D Face Data Acquisition System
The simplest active technique is to use a 

single-line stripe pattern, which greatly simplifies the 

matching process, even though only a single line of 

3D data points can be obtained with each image 

shot. To speed up the acquisition of 3D range data, 

it is necessary to adopt a multiple-line stripe pattern 

instead. However, the matching process then 

becomes much more difficult. One other possibility 

is to use color information to simplify this 

difficulty
[8].

Furthermore, when using the single-camera 

approach, it is necessary to find the matching 

between the color stripes projected by the light 

source and the color stripes observed in the image. 

In general, due to the different reflection properties 

(or surface albedos) of varying object surfaces, the 
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Fig. 2. Coded binary pattern Fig. 4. Reconstructed sparse 3D face

color of the stripes recorded by the camera is 

usually different from that of the stripes projected 

by the light source (even when the objects are 

perfectly Lambertian)
[17]. It is difficult to solve these 

problems in many practical applications. 

However, this does not affect our system (which 

consists of two cameras and one projector) if the 

object is Lambertian, because the color observed by 

the two cameras will be the same, even though this 

observed color may not be exactly the same as the 

color projected by the light source. Therefore, by 

adding one more camera, the more difficult problem 

of lighting-to-image matching pair is replaced by an 

easier problem of image-to image stereo matching. 

Here, the stereo matching problem is also easier to 

solve than traditional stereo matching problems 

because an effective color pattern has been projected 

onto the object.

3.2 Pattern Design
We use both binary and color time-multiplexing 

coded patterns to solve the matching problem. The 

idea of these methods is to provide distinguishing 

features in order to find the matching pairs. The 

binary sequential pattern uses two illumination levels 

which are coded as 0 and 1 and the color sequential 

pattern uses color instead of these two illumination 

levels
[8]. Fig. 2. shows coded binary patterns. 

Previous research has shown that the color model is 

an effective model for stereo matching
[18–20]. We 

adopt the HSI model for color-coded sequential 

pattern generation. Using the line features and the 

HSI color model, a set of unique color encoded 

vertical stripes is generated. Each color-coded stripe 

is obtained as follows. The stripe color is denoted as 

shown in equation (6).

(6)

where  is the saturation value and  is the hue 

value of the HS polar coordinate system. We use 

only one saturation value (saturation=1) because 

there is enough hue information to distinguish each 

stripe for the matching process. Finally, the stripe  

color equation is defined by using equation (7).

(7)

where  represents the set element,  is the set 

number, and  is the hue perturbation. Next, the 

color-coded sequence is obtained as follows. We 

determine that the hue distance is . The next set 

elements are then use sequentially. In this paper, we 

generate codes in the face region. We used seven 

images for the binary pattern and three images for 

the color pattern. Fig. 3. shows designed color coded 

pattern. The binary pattern generates  codes 

and the color pattern generates codes.

 (a) maximum hue distance        (b) designed pattern

Fig 3. Color-coded pattern 

3.3 Absolute Code Interpolation
After triangulation, we obtain the 3D recon-

structed face data. However, this data is sparse, 

because we have to deal with a thinned code in each 

view. Thinning refers to the process of reducing the 

ambiguity of the matching problem. If we do not 

use the thinning step, the one-to many matching 

problem would have been encountered
[21]. Fig. 4. 
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Fig. 5. Example of code Interpolation

Fig. 6. Reconstructed dense 3D face data with texture 
using the proposed absolute code interpolation

Fig. 7. Dense 3D face modeling procedure using absolute 
code interpolation

(a) face detection   (b) initial shape    (c) shape fitting

Fig. 8. Face geometric information using the adaboost 
algorithm and the AAM

shows the reconstructed sparse 3D face results. 

However, in order to recognize the images, dense 

reconstruction is required. Therefore, we use the 

absolute code interpolation method
[22] to discover 

which human’s face surface comprises the 

continuous region and when the neighbor region’s 

depth is similar. The thinned codes in each view are 

interpolated by linear interpolation. Fig. 5. shows an 

example of code interpolation. Fig. 6. shows an 

example of reconstructed dense 3D face data using 

the proposed absolute code interpolation. The 

reconstructed 3D face data consists of a 3D point 

cloud and a texture map. Fig. 7. shows dense 3D 

face modeling procedure using absolute code 

interpolation.

Ⅳ. Proposed Head Pose Normalization 
Method

For 3D head pose normalization, firstly, we 

define the 3D head pose and then we fuse 2D and 

3D information for head pose normalization. In 2D 

space we use AAM in order to extract facial 

geometric features. In 3D space, we calculate the 3D 

normal vector using relation between 2D and 3D 

facial features. Finally, we can normalize 3D head 

pose using 2D and 3D information fusion.

4.1 About 3D Head Pose
Head pose normalization researches are 

challenging issues in computer vision
[9–13,22–25]. In 

the problems, there is no obvious choice of the head 

pose reference frame and its origin. Therefore, we 

can choose the 3D head pose using a 3D facial 

normal vector from a 3D facial plane which consists 

of 4 facial features. At first, we select a left end 

point of the left eye’s region, a right end point of 

the right eye’s region and two mouth points which 

are both ends of the mouth’s region. 

If we know geometric information of 4 facial 

points, we can generate a 3D facial plane. From the 

3D facial plane, we can calculate a 3D facial normal 

vector. This 3D facial normal vector shows 3D head 

pose. To solve translation problem in 3D space, we 

translate nose peak point to origin.

4.2 Active Appearance Model Fitting
We apply a AAM model to the selected face 

region in order to extract the shape and texture 

features. Fig. 8. shows the way to get the geometric 

information of a face by using the AAM. AAM 
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fitting performance is depended on initial shape 

position. To find the initial shape position, we use 

the face detection method proposed by the 

Viola-Jones cascade detector
[26]. Due to train, we use 

75 pose-varied face images which consist of 5 

poses.

4.3 3D Head Pose Normalization
We use a 3D normal vector which represents a 

head pose[27] and propose a 3D head pose 

normalization method that uses 2D and 3D 

information fusion. First, we find the left eye, right 

eye, nose and mouth’s region in the 2D image by 

using the AAM. Second, we reconstruct the 3D 

face. Third, because we know the 2D and 3D 

relation equations, we are able to select 4 facial 

features in 3D space which are a left end point( ) 

of the left eye's region, a right end point( ) of the 

right eye’s region, two mouth points(  and ) 

which are both ends of the mouth’s region and the 

maximum depth point( ) of the nose's region. In 

the presence of noise such as spike, hole and so on, 

we consider local standard deviation and threshold. 

The selected facial features are defined as shown in 

equation(8), (9), (10), (11) and (12).

(8)

where each  is a 

vertex of the nose region and  is the number of 

vertex points within the nose region.

(9)

where each  is a 

vertex of the left eye region and  is the number 

of vertex points in the left eye region.

(10)

where each  is a 

vertex of the right eye region and  is the number 

of vertex points in the right eye region.

(11)

(12)

where each  is a 

vertex of the mouth's region and  is the number 

of vertex points in the mouth’s region.

Fourth, using the selected eyes and mouth points 

in 3D space, we produce a 3D facial plane by a 

simple plane fitting algorithm which uses SVD as 

shown in equations (13) and (14).

(13)

where  is a matrix which consists of extracting 

facial features and , , and  are row vector of 

.

(14)

where  is a plane equation and , 

 , and  are column vector of  and  is 

a last element of .

Fifth, using this plane, we are able to find a 3D 

facial normal vector( ) by calculating 

a plane normal vector. Finally, the problem of DOF 

3 against translation is solved by nose peak point 

rearrangement and the problem of DOF 3 against 

www.dbpia.co.kr



한국통신학회논문지 '10-12 Vol.35 No.12

990

  (15)

Fig. 9. Defined 3D facial features, 3D facial plane and 
vectors

Fig. 10. Automatic pose-normalized 3D face modeling 
full procedure 

rotation is solved by the 3D facial normal vector 

rearrangement. It acquires and normalized the 3D 

face data at once. After extracting the 3D facial 

normal vector( ) from un-normalized 3D face, we 

can calculate the rotation matrix  from the 

3D facial normal vector  to standard vector 

 via  as shown in equation (15), 

where . Fig. 9. shows concept 

of defined 3D facial features, facial plane and 

vectors. The process of the proposed 3D head pose 

normalization method is as follows:

1. Find the 2D geometry features such as eyes, 

nose and mouth's region in the 2D image 

using AAM. 

2. Reconstruct the 3D face data.

3. Find the 3D geometry features in the 3D space 

using the relation between the 2D geometry 

features and the 3D position.

4. Search the nose peak point( ) under the nose 

region using equation (8).

5. Move the 3D face data based on the nose peak 

point( ). 

6. Calculate the 3D facial normal vector using the 

selected two eyes and the mouth points( 

 and ) based on equations (9), 

(10), (11) and (12).

7. Calculate the 3D facial plane by plane fitting 

algorithm as shown in equations (13) and (14).

8. Calculate the 3D facial normal vector( ) by 

the 3D facial plane normal.

9. Rotate the 3D facial normal vector ( ) with 

the 3D face data for the X and Y axis using 

equation (15).

10. Check the eyes’ position and align the 3D 

face data for the Z axis horizontally.

4.4 Pose-normalized 3D Face Modeling 
Procedure

3D face modeling can be divided into an off-line 

and an on-line process. Calculating the camera 

matrix and the fundamental matrix is an off-line 

process. Because the camera matrix and the 

fundamental matrix are calculated before the on-line 

process, they are not related to running-time. After 

the off-line process, it is possible to carry out the 

on-line process, which is related to running time. 

The on-line process can be roughly divided into 2D 

and 3D processing. 2D processing consists of 

capturing the image pairs, detecting the face region, 

extracting the 2D face geometry features, thinning, 

absolute code interpolation and finding matching 

pairs. 3D processing consists of triangulation as well 

as the automatic pose normalized face modeling 

step. Fig. 10. shows automatic pose-normalized 3D 

face modeling full procedure.
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Fig. 11. The composition of the stereo cameras and the 
projector

Fig. 12. 3D reconstruction results from different viewing 
points 

Table 2. Accuracy test resultsⅤ. Experimental Results 

To evaluate accuracy of proposed 3D face 

modeling system, we measure length and angle of a 

skin-colored box. And then, we make two 

recognition experiments in order to evaluate 

performance of the proposed pose normalized 

method.

5.1 Experiment Environments
The proposed algorithm is tested with one 

projector, two cameras, and a PC. A sharp 

PG-M25X DLP projector (1024 by 768 resolution) 

is used for illuminating the binary and color-coded 

pattern to the object, and two JAI CV-M77 cameras 

with color CCDs are used as the color cameras. 

These cameras are able to produce a progressive  

scan at 25 frames per second, and the size of each 

frame is 1024 by 768. A simulation code is written 

in Visual C++ 6.0 and run under a Pentium 4-2.4 

[GHz] environment. Fig. 11. shows the overall 3D 

reconstruction environments. 

We test accuracy to evaluate the performance of 

our system. To test accuracy, we use a skin-colored 

box. Fig. 12. shows the 3D reconstruction results 

using our system. We estimate the width, height and 

degree of the box. Table 2. shows the obtained 

results. From Table 2., we can see our system’s 

accuracy when compared to the real values.

5.2 Face Database
We create a 3D face database of fifteen persons. 

Each person is captured at five different pose 

variations: front, up, down, left and right. Also, each 

person is subjected to binary sequential and color 

sequential reconstruction. The color sequential 

reconstructed data is used for a AAM train and a 

gallery, while the binary sequential reconstructed 

data is used for a query.

5.3 Recognition Experiments
Due to evaluate performance of the proposed 

pose normalized method, we compare three types of 

recognition experiments. The first experiment is 

done in order to recognize the reconstructed 3D face 

data without pose normalization using projected 2D 

face data. The second experiment is done to 

recognize the reconstructed 3D face data with 

pose-normalization using projected 2D face data. 

The recognition method is Principal Component 

Analysis(PCA)
[28] with Euclidean distance. The third 

experiment is done in order to recognize the  

reconstructed 3D face data with pose-normalization 

using 3D curvatures. The last experiment is done in 

order to increase recognition performance. In this 

case, we use score level fusion method. After 

proposed processing, we obtain the normalized 3D 

face data. Fig. 13. shows comparing results between 

before and after. In the first and second experiments, 

3D face data projects the 3D to 2D space with 

texture. This method can apply the existing 2D face 

recognition algorithm easily. In the third experiment, 

we use Dynamic Programming(DP) using 3 facial 

curvatures. Because of proposed modeling method, 

we can use eyes and nose peak information in 3D 

space easily. Used facial curvatures consist of them.

First facial curvature line is facial profile which is 

pass through nose peak vertically and second facial 
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(a) Before applying the proposed method 

(b) After applying the proposed method

Fig. 13. Comparing results between before and after 

curvature line is linked between two eyes 

horizontally. Third facial curvature line is horizontal 

line including nose peak. In the last experiment, we 

consider score level fusion method as shown in 

equation (16).

(16)

where  is the weight,  is the score using PCA 

and  is the score using DP. Table 3. shows the 

used sets. To recognize them at the first and second 

experiments, we use the AAM shape information 

and Euclidean distance. In the third experiment, we 

use DP distance and in the last experiment, we use 

both of Euclidean and DP distances. Table 4. shows 

the identification results.

Table 3. Used Sets And Types. 

Table 4. Recognition results.

Ⅵ. Conclusions

This paper presents the pose-normalized 3D face 

modeling for face recognition. We focus on 3D face 

modeling and 3D head pose normalization at once 

and assume that the user's pose variation range is 

 in each axis in this paper but this is not 

critical limitations in practical. Because stereo vision 

based 3D face modeling system can generate only 

captured region of the face in front of cameras, 

users who want to identify have to gaze at the 

cameras practically. 

Identification system is trained for only resisted 

people using AAM. In this paper, we use AAM in 

order to extract facial features, but it is not 

requirement. If we have other strong facial feature 

extraction methods, we can exchange facial feature 

extraction methods.

For 3D face modeling, we use two cameras and 

one projector, with expansion capabilities. Because 

the projector provides the features, we are easily 

able to change features such as lasers, infra-red 

systems and so on. To solve matching problem, we 

use epipolar constraint and design coded patterns. In 

order to make dense reconstruction, we use the 

absolute code interpolation method.

To normalize the pose factor in 3D space, we use 

the 2D and 3D information. Both 2D and 3D 

information can present both advantages and 

disadvantages. Therefore, we use the 2D and 3D 

information to provide advantages and to offset 

disadvantages. We calculate a 3D facial normal 

vector for rotation problem, and searched nose peak 

point for translation problem.

We produce a full face recognition system from 

3D data acquisition to recognition so that we 

produce 3D modeling which uses a pose-normalized 

method. The proposed 3D head pose-normalization 

method shows robust results against pose variation. 

Experimental results show that the normalized 

recognition rate has improved about 35% when 

compared with un-normalized recognition in 

Euclidean distance. In 3D recognition, we use DP 

method. Because, we use only 3 curvatures, 

experimental result shows 2D information is better 
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than 3D information. In future work, we will adapt 

our pose normalization method to general 3D face 

database which is acquired different 3D face 

modeling system, firstly. Secondly, we will adapt 

various 3D face recognition methods to our system 

such as 3D PCA, Iterative Closest Point (ICP) and 

etc. Finally, we hope to adapt proposed head 

pose-normalization method to different sensors.
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