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ABSTRACT

Energy spreading transform (EST) based modulation is an effective technique to combat frequency-selective
fading in broadband wireless communication. It performs close to the inter-symbol interference (ISI)-free matched
filter bound (MFB) only at the complexity of a linear detector. Originally, EST-based modulation has been
proposed for QPSK. However, to fully utilize the capacity of multipath fading channels, higher-order modulations
are also necessary. In this paper, we review the EST based modulation that has originally been proposed for
QPSK and discuss its extension to 8 PSK and 16 QAM. The performance of the extended system is verified
through simulation in Proakis B and 8-tap fading channel. The EST based modulation for 8 PSK shows the
performance which is very close to MFB and the EST based modulation for 16 QAM shows the performance

gap between its receiver and MFB.

I. Introduction SC-FDE", EST-based modulation is a block-

transmission scheme that employs cyclic prefix (CP)

Energy spreading transform (EST) based to prevent inter-block interference. Also, similar to
modulation™ is a powerful scheme to combat SC-FDE, it employs low-complexity frequency-
frequency selectivity of wireless channels for domain equalization to combat inter-symbol
wideband communications. Like OFDM“® and interference  (ISI) in single-carrier —broadband
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communications.

EST spreads the symbol energy to the entire
symbol block, increase the reliability of the feedback
signal, and enables iterative signal detection at the
receiver even without channel coding. Both
hard-decision and soft-decision receivers have been
developed for the iterative signal detection. At
sufficiently high signal-to-noise ratio (SNR), it
removes most of the ISI and its performance
approaches the matched filter bound (MFB).
However, its complexity is only that of a linear
detector.

Originally, EST-based modulation has been
proposed for QPSK“]. However, to fully utilize the
capacity of wireless multipath fading channels,
higher-order modulations that can convey more bits
per symbol than QPSK are also necessary. For
example, in adaptive modulation, constellation size
or modulation type is adapted to the channel
condition to maximize the spectral efficiency”'gl. To
adapt to the wide range of channel SNR variation,
modulation types such as BPSK, QPSK, 8 PSK, 16
QAM, 16 PSK, 32 PSK, 64 QAM, and 256 QAM
are used.

In this paper, we consider the extension of
EST-based modulation to higher order modulations.
Optimum forward and feedback filters for 8 PSK
and 16 QAM are derived for both hard and
soft-decision
higher-order PSK’s and higher-order QAM’s can be
derived following our approaches used in the
derivation of 8 PSK and 16 QAM, respectively.

The rest of the paper is organized as follows.

receivers. Signal detections for

System model for EST-based modulation is in
Section II. Optimum receivers for both 8 PSK and
16 QAM with hard-decision and soft-decision
schemes are provided in Section III and Section IV,
respectively. Simulation results are provided in
Section V and finally conclusion is drawn in Section

VL

Throughout this paper, *, T, and

and Hermitian,

A denote
complex conjugate, transpose,
respectively. (9 denotes circular convolution and

€{ } denotes statistical expectation.

II. System Model

Fig. 1 shows the block diagram of EST based
modulation and its detection. A block of transmit

symbols s= [sys; --,sy 1]” of length N with an

average transmit power a? is transformed by EST to

s= {80781,"',8‘\;1 = FEs

} T
where F'is an N by /N EST matrix. An EST is an
orthonormal transform that uniformly spreads a
symbol energy over the entire symbol block. Before
transmission, a cyclic prefix (CP) is inserted to
avoid interblock interference. At the receiver, CP is
first extracted and then the received signal can be

written as
Tn :h71,®§71,+nn (1)

where 7, denotes additive white Gaussian noise
(AWGN) with power ai. Equivalently, (1) can be

written in frequency domain as
R, = HS,+ N,

where R, H, and N, are discrete Fourier

transforms of r, h,, and n,, respectively.

The signal is detected in an iterative fashion by
forward and feedback filters. Optimum forward filter

depends on the reliability of feedback signal. Define

(@)

dm = Sp T ‘;n

n

to be the post-detection error, where s f: Vs the soft-

%
—-| EST '—-| cP | T
(&) TRANSMITTER

-[ IFFT

T} of 7] +

Af

FEEDBACK,
FILTER
W'

(6] RECEIVER

Fig. 1. EST-based modulation
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or hard-decision of s, at the ith iteration. As
derived in [1], optimum forward filter in
frequency-domain  that maximizes signal to

interference noise ratio (SINR) at the ith iteration is

Hy
40— aH, )
R ”
where « is a scaling factor and
SEINR I < P
(o))" = X0 € {ld ) 3

is post-detection error powerm. At the first iteration,
2 . .
(UEZO)) =0” because there is no feedback signal.

The feedback filter in time domain cancels the

residual ISI after forward filtering'", that is,

o=,

where

2mkn

e 1NV 40 v
In éWEAkl He *
k=0

Then, consider the decision variable at the ith
iteration right before the decision device in Fig. 1,

A =5, il 0/ )

n n

@ and n'?

n n

where 1 are interference and noise,
respectively. Note that the coefficient of s, is one
by adequately choosing « in (2). Then, the signal,
interference and noise power can be expresses as

(11,

and
2 N—1
@) _ n @
Pn() - N];‘Akl |
684

respectively, where

N 1 2.
R
(gl)) n =0

The SINR at the ith iteration is

: :Pi(rf) + PIEQ is the error power at the

where (in)
ith iteration. For our analysis, we assume the
interference plus noise to be Gaussian. Each variable
in (4) can be decomposed into its real (in-phase) and
imaginary (quadrature) components. For example,
z£f> = z% +jz%?n and s, =s,, +78gn- Also, the

error power can be decomposed into

Our objective is develop hard- and soft-detection
schemes for 8 PSK and 16 QAM. The examples of
the Gray mapping for A/-ary constellation are shown
in Table 1. For 8 PSK, a, denotes the [th symbol

in the constellation A = {a,}:: o For 16 QAM, a
and ag; denote the Ith symbol of a inphase and

quadrature constellation

A={ay+j-agh’,

following sections, we calculate post-detection error

component in  the

respectively. In  the

Table 1. Gray mapping for 8 PSK and 16 QAM.

8 PSK 16 QAM (o= oy +ay,)
I o WO || 1| oy (ag) | B8 ()
- 1 Wo 1ol -3 000
1 WU""]) 001 1 -1 001
2 J 011 || 2 1 011
1
—=(—1+j
3 \/5( )| 010 3 3 010
4 -1 110
1
— =14
5 73 (1+45 | 111
6 —j 101
1
— (11—
7 73 (1= 100
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power in (3) to be used in forward filter for 8 PSK
and 16 QAM. For soft-decision scheme, we derive
expressions for extrinsic log-likelihood ratio (LLR)
and represent the soft decision in terms of the

extrinsic LLR.
II. Hard Decision

In this section, we describe the detection schemes

for hard decisions. As shown in [1], (3) becomes
(o))" = €{id Pl =0}« p" ®

is the symbol error rate (SER) for the ith
the post-

where p
iteration. As derived in Appendix A,
-detection error power for 8 PSK and 16 QAM are

i)\ 2
(Uf]))SPSK
~ 1.172Q(v0.29377 )+ 40( V47 v(”) ©
+6.828Q( V170797 ) + Q( V)
and
(o) s qan
® )
leQ( 2 )+25.5Q(3 75) @
®
+25Q(5 75 )
respectively.

IV. Soft Decision

In this section, we describe the detection schemes
for soft decision. First, a posteriori LLR is defined
in terms of a priori and extrinsic LLR. Then, the
expressions for extrinsic LLR, soft decision, and
post-detection  error derived in
subsections 4.1, 4.2, and 4.3, respectively.

symbol @A in Table 1, the

powers are

For each
corresponding bits are b for r=0,---,¢ where

g=log,M—1. Denote

Fa) = B0(s, =)

and

Bb7)= Ba, =)

to be aposteriori probabilities of s, =q;, and
x, =bj], respectively, where z; denotes the rth bit
of the nth symbol s,. Note that ! in q, and b; is
the symbol index in A, while » in s, and z, is the
assuming

time index. As shown in [10],

independence of x;’s, we have

7a)= 11 AE)

r =0,

where each b] takes a value in {0,1} depending on
the considered symbol q;.

The aposteriori LLR of z; is defined by

for r=0,---,¢q. It can be decomposed as

£[a;)= L0 [er] + L[],

where Lem[x;] and Ltl(i) .I'H are extrinsic LLR

and apriori LLR of =z, at the ith iteration,

respectively. As shown in [1], the a priori LLR is
from the extrinsic LLR from the previous iteration,

that is,
£l =) ] @®)

=L V]ar] ©)

where Pa(z;=w) for we{0,1} is a priort

probability of z; =w at the ith iteration. Note that

at the first iteration, A 7|=0 because no

a
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a priori LLR is available.

4.1 Extrinsic LLR
Denote PF(JC’" :w) to be extrinsic probability

of z) =w at the ith iteration, then extrinsic LLR

of z, derived in [11] is

(7 ‘al)
al:b) =1

> oa)la)

al:by =0

AL # (bzn)} (10)

I 7]
m=0,",q
m#E T

where a;.b; =w denotes the set of g’s in A for
which 0] = w,
W) e —af
p(*"'n' |a])=eXp - ()2
(o)

and
PO(b) = PO (2 =up). (11)

The apriori probability in (11) can be also

represented as

1

m ? b77l:0
P(bm>— 1+exp( [x D (l ) -
a\"l )7 eXp<L(l)[xm]) . (12)

n ) , (b;n, — 1)

m
71

1+exp(L<’)

For our further derivation of (10), define

max(z,y) Z2max (z,y) +1In[l +exp(—lz —yl)] (13)

and

max(wl_’zz%) ém/a\x(m/z;x(171‘:1:2),avg) (14)

For 8 PSK, as derived in Appendix B.1, the
extrinsic LLR of the first bit (r=0) is

686

Ll [ ]
aX(Li’[ = 2w )+ L) £
a( [z2]— f27f4)* Inax(f7 a( 2]+ f, (15)
LA+ 102 )+ £, 20l - £,)
where
f1 *22([%/( S>)
fs :22(;)"/< y))
F4= V2 (20 +29))/(69)?
and

i\ 2
f f(zlrl ZQn) <U£L)> .
The extrinsic LLR’s for the other bits (r=1,2)

can be similarly derived to be

L9l
A(L’[ ]+f2 — L L)~ s

L0+ L9 zl—fg)— max(f,. (16)
L9z i]+f3 D20+ L[z —
LOW]+1,)
and
LVa?]
=max(f, L]+ f,,
L+ Lt = £, 20— f,) a7
- mEX(fl,La(,i)[x};,]_fzx
£+ L) = 1 Lt )+ 1)
respectively.

For 16 QAM, as shown in Table 1, bits b?7b}

corresponds to a;, while b},b] corresponds to ag)-

Using the similar method used for 8 PSK, the

1

extrinsic LLR for 2" and x) can be found to be

()07 — 7y (i) ]
LF‘ [T 7] = max [La [Tn ] + 2(0_(1))2 ’ 2(0_(7'))2
o e, (,(.I) (18)
| =62/, —9 @1 2z, +1
max Oz , L, [a:n}— e
2( e 1) (UF 1)

and
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=2 -1 9, _q
Lf‘ [z} ] = max Ln . 7Llff>[$“+ In -
(02)) (o)
¢ "(’,. 19
AT ] B
max W L' [:7577]-‘,-W
Q(Uﬁ‘f) 2(“&.1)

where (18) is proved in Appendix B.2 and (19) can
be similarly derived. The remaining bit LLR’s

[x ] and L {xg] can be similarly expressed

n

in terms of ( F))Q and z(é)n.

4.2 Soft Decision
The soft decision of sf,’ ) which is input to the

feedback filter at the (i+1)th iteration is

= -0
i) a Zalpz+l _Sin_‘_]SQn (20)

For 8 PSK, as proved in Appendix C.1,

~(i) (17752)(750

7t1)7(tﬂ Jr751) [1+ ‘ﬁJﬁ(l* ﬂ)tQ}
Sin = e

@D

and

;(7‘) _ (tl 7’50)[14’ \/2_7 B ﬁ)t2}7(1+t2)(tu +t1)
“Qn 4\/5
(22)
where
LW]ar
t, = tanh( e[”]) (23)
2

For 16 QAM,

3
. éZ} “ay) 4

§(gn can be similarly defined. As proved in

Appendix C.2,

§(117)z =t - (2_t1)‘ @5)

Similarly, it can be easily shown that

(i)
Son =ty (2*153).

Note that after the desired number of iterations,

final decision for s, is made based on the

n

a posteriori LLR of s, for both 8 PSK and 16
QAM.

4.3 Post-detection Error Power
The post-detection error power in (3) which is
used in the forward-filter at the (i+1)th iteration

can be written as

—1M—1

(o)’ 7*22|

n 01=0

DPpitng). @6

a

For 8 PSK, (26) can be derived to be

i) 2) @7

-2l
d ano

as proved in Appendix D.1.
For 16 QAM, the post-detection error power can

be decomposed into its in-phase and quadrature
components, that is, (Ufii))Q = (02’1)[)2 + (051’22)2 From

(26), as proved in Appendix D.2,

4t1). (28)

) N-1 Y
(o) =5 X5l -

where ¢, is in (23). Similarly, it can be shown that

~(;) |2
P _ary). (29)

V. Simulation Results

In this section, bit error rate (BER) performance
of EST-based modulation employing 8 PSK and 16
QAM are provided. As in [1], EST constructed by
concatenating  random-permutation matrix  and
normalized Fourier-transform matrix is used with
symbol block size /N=2048. Performances of both
hard-decision and

soft-decision receivers are
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provided for EST-based modulation. Besides, MFB,
which is the performance of an ideal receiver that
can completely eliminate ISI by the aid of genie, is
provided for comparison.

Fig. 2 shows the performance of EST-based
modulation employing 8 PSK for the B channel in
[12, page. 631], whose impulse response is

h, =0.4076, +0.8155, | +0.4075, _,.

n—1

At a sufficiently high SNR, the performances of
both hard-decision and soft-decision receivers are
improved as iteration proceeds until they come close
to MFB. At BER =10' and after the tenth
iteration, the soft-decision receiver performs 0.53
dB better than the hard-decision receiver and very
close to the MFB.

Fig. 3 shows the performance of EST-based
modulation for 16 QAM when the same channel

used in Fig. 2 is employed. For the hard-decision

—— Hard decision (Simulation)
—+— Soft decision (Simulation)

—H <3
10thjiter.
5 10 15

20 25 30 35 40
SNR [dB]

Fig. 2. 8 PSK, Proakis B channel

3 —— Hard decision (Simulation)
7] —+— Soft decision (Simulation)

SNR [dB]

Fig. 3. 16 QAM, Proakis B channel
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receiver, severe error propagation occurs below
27dB as iteration proceeds. However, the
soft-decision = scheme prevents severe error
propagation and shows significantly  better
performance than hard-decision receiver. At
BER=10" and after the third iteration, the
soft-decision receiver outperforms the hard-decision
receiver by 0.62 dB. After the tenth iteration, the
soft-decision receiver outperforms the hard-decision
receiver by 3.39 dB, but there is still 8.33 dB gap
from the MFB for 16 QAM. For 16 QAM, the
proposed scheme is shown to have nonnegligible
performance gap from the MFB. This is because the
post-detection error power is usually higer for
higer-order modulations.

Fig. 4 shows the BER performance of the
EST-based modulation after the tenth iteration in a
fading channel. For the generation of fading channel,
uniform channel power-delay profile with eight
symbol-spaced taps has been used. Each tap is
considered as independent complex Gaussian
random variable with zero mean and variance 1/8.
The performance is averaged over 100,000 random
channel realizations. The performance of the
soft-decision receiver for both 8 PSK and 16 QAM
are provided together with MFB. For comparison,
performance of EST-based modulation using QPSK
and soft-decision receiver in [1] is also provided.
For QPSK and 8 PSK, the soft-decision receiver
performs very close to the MFB at BER =10
However, for 16 QAM, the performance gap
between the soft-decision receiver and the MFB at

—e— 10thiiter. (Soft decision)

SNR [dB]

Fig. 4. 16 Fading channel
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the BER =10 is about 1.62 dB.
VI. Conclusion

In this paper, EST-based modulation originally
proposed for QPSK has been extended to both 8
PSK and 16 QAM. Optimum receive filters for both
hard-decision and soft-decision schemes are derived
and simulation results are provided. Simulation
results show that EST-based modulation is also an
effective technique for high modulations such as 8
PSK and 16 QAM.

Appendix A

Derivation of (6) and (7)
Here, we drop the time index n in s, and d, for

simplicity. Omitting the time index, (5) becomes
(o))" = €{laFld® =0}« p? (30)

where d" :s—g(i). As derived in [13], SER can

be written as

" {2@( V0.293717 ) for8 PSK
pl

- 3@( w) for16 QAM

Define d, ,#|a, —a| to be the Euclidean distance
between a, and ¢, in the M-ary alphabet in Table 1,
then the conditional expectation in (30) can be

represented as

M-1

e{ldP1a" =0 )= Ecl Ps=a) 31
where

= E di, . l’((;:ar\s:a],;# s)

r=0,-,M—1
P( s=a, ls = ) (32)

r#l
P(s¢ s|s—al)

— 2

r=0,-,M—1
r#]

1. 8 PSK Case
For 8 PSK modulation, due to the symmetry,
¢y =c¢, ==c;. Therefore, without loss of

generality, (31) can be written as

M—1
(R d = 0}=¢, Y P (s =a)=c,  (33)
=0

Then, from (32), (33), and the fact

P(§¢ sl s =a0)=

p(i) , (30) can be represented as

7
N2 g o/~
(o) = Zl(dWwO)ZP(SZ a,ls = a(l)’ G4
where d,,’s can be easily calculated to be
dy g =dy o =0.765, dy, =ds, = V2, dy o = dy o = 1.8477,
d;o =2, and

2
P(§: a,ls :ao)x Q( d,.,OT’y

which is the pairwise-error probability (PEP)™".
From (34), (6) can be obtained.

2. 16 QAM case

The symbols {a;};”, for 16 QAM are shown in
Fig. 5. To calculate (31), we need to consider only
one of the four quadrants due to the symmetry of
16 QAM constellation. Choosing the third quadrant,

(31) can be written as

E{dP1d) <0}=4 3 ¢-

1=0,1,4,5

P(i)(s:al)7

where we assume P(i)(s =a,)=1/16 for simplicity
and we need to calculate cyc ¢ c; . Now,
consider calculating c,. In (32), d, ,’s can be easily

calculated to be

dig=dyg=4dyy =dgg=16,dy =dy, =064,
d510=2\/§, dg o = dy :2\/> d70 diz =24V17,
dypo = 4\/57 dn,o dyyg 4\/>

disy =8V2.
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Fig. 5. 16 QAM constellation

The numerator in (32) when r =1 can be written

as

P(§: al s :ao)

=p—-2<: <0)/:l) <—2
d In Qn
_ [Q( %vm),Q(g) %Wmﬂ 35)

9

,y(i)

di:

where fym:lO/(Uff))2 for 16 QAM. It can be
similarly derived for r=2,---,15. The denominator

in (32) becomes

P(§¢5\5=a0)

=1-P(}) <—2) Pz, <—2)
~ QQ( A/ %’y(i))

Then, from the above, ¢, in (32) is

4Q(,/%%“ )+ 12@(3,/%%” )+20Q(5 \/g)
(2( é§¢w) '

Similarly, it can be easily shown that

(36)

Cox

1 1 g 20 1 g
4@(\/77”)%@(3 ?”Y('))+—Q(5 ?7”)
" 5 5 3 5

c, =c =
1 4 Q( %Fy(t))
9]
and
690

From above, (7) can be finally obtained.

Appendix B

Derivation of (15) and (18)

1. 8 PSK
For 8 PSK, the symbols for which b? =1 are

a, as ag a;, while the symbols for which b? =0 are

ay a; a, az. From (10) and (12), the extrinsic LLR

of LUS can be expressed as

=4 o'{
3 (@) _ o 37
Sl =)
=0 (off)) )
7 :
:ln[Eexp(gf”)}*ln{zexp(g;i))}
=4 =0
where
() & ‘ZS) al|2 W)
gie — + > Lam]. (38)

(aﬁf))z meh =1

Note that m:b" =1 in (38) denotes the bit
indices such that b]" =1 corresponding to the given
a.

Using (14) and (38), the first term in (37) can be

written as

In

7
Siesolof) =l ol )

The second term in (37) can be similarly derived.
Then, (37) can be written as

www.dbpia.co.kr
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g[(i)a

2. 16 QAM
IO

n

can be written as

e ){.’IO} max(g

97, a¥, gy
—max(g(‘)

(39
Finally, (15) can be obtained after calculating all
s in (38) and using (39)

@) )

w2 ST/ Wz
)
, o o, af))-

3

B[]~

—In

0]

where

_ |Z<[Zr)z _ all|2
(i) & (0 (i))g

e,

1)
_ ’Zyr); _‘11,1|2
Y

g?f? ’

Finally, (18) can be obtained after calculating all
s and using (40)

Appendix C

written as

Derivation of (21), (22) and (25)

z+1

The symbol a priori probability in (20) can be

For 16 QAM, from (10) the extrinsic LLR of

Z{M

|
5 |B(0)
e, q
L |Z[ all‘o
Zex n
=0

3 AE AE
1
1+exp<L;i+l) x, )
(i+1) r (43)
T R
2 2 2

Also, from (42) and (43),

P(H—l)(

1
1) = §+ —tanh

L(Si+1>[x7rz] )
: (72 .44
1. 8 PSK

For 8 PSK, from (20) and (41), the soft decision
can be represented in terms of the bit a posteriori
probabilities as

EazP i+1 (b”) 1+1 (b1> (i+1 (bQ)

i) (45)
Finally, (21) and (22) can be derived from (43)
(44), and (45), where

L(H—l)
t. =tanh

2. 16 QAM

T (1) r
3 )—tanh(iLC 2[%} ) (46)

in (23). Note that in (46), we used (9)

(24) can be represented as

For 16 QAM, using the in-phase version of (41),
~(i)

g = [a11P1+1(b0) 1+1(b1)] @7
1=0
Finally, (25) can be derived from (43), (44),
and (47).
M—1 :
HP2+1 @1 Appendix D
r=0
Derivation of (27) and (28)
From
1. 8 PSK
P =) =1=F e =0) @) For
and (8), it can be shown that

8

7
d.r,
=0

for
a,)—l and (20), the inner summation in
(26) can be written as
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using

laj=1

all [,
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E|al_§:>2

P (g)=1-]s0F 48)

Finally, (27) can be derived from (26) and (48).

2. 16 QAM
For 16 QAM, the in-phase power of (26) is

*22|a11 *,}L

n 0l=0

(oi)°

PV (ay) . 49)

The inner summation term in (49) can be written

as

a

3
E a’]/_sfn QPLH)( 1,):u1+u2+u3, (50)
1=0

where

and

and (43), it can be easily shown that

uy =54, 51

Finally, from (49) and (50), (28) can be obtained.
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