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ABSTRACT

Cut-through switching has attracted much attention as a promising approach to achieve ultra low latency in
datacenter networks. Several cut-through switches that can forward a packet before its reception completes are
already commercially available. However, despite the growing interest, the performance of cut-through switching
in various network environments is not well understood. In this work, we propose a queueing-based framework
to understand the behaviors of cut-through switching and to analyze its delay performance. Unlike traditional
queueing models, we take into account the first-bit arrival of a packet as well as the last-bit departure of a

packet to capture the essential features of cut-through transmissions.

I. Introduction received. The technique has been first proposed by

Kermani and Kleinrock, to avoid unnecessary

Cut-through switching (or cut-through forwarding) buffering delay in front of idle outgoing link.
is a method for packet transmission such that a However, most practical up-to-date switches transmit
packet is forwarded before being completely packets in a store-and-forward method: a packet is
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completely received and then transmitted to the next
hop. Recently, as the demand for ultra-low latency
healthcare,
(2201, cut-through

service  emerges  for transport,
entertainment, and manufacturing
transmission has attracted much attention to achieve
ultra-low latency.

In contrast to the rapidly growing interest, there
are few analytical results to analyze delay
performance of cut-through switching. In [1], the
authors developed an analytical technique to
estimate average packet delay under cut-through
switching under limited scenarios, e.g., when all link
rates and traffic amount are identical. The authors in
[3] have used the M/D/1 queueing model under
assumption of fixed packet length. They have
investigated the end-to-end behavior under
cut-through when the channel is nosy, and show that
cut-through switching outperforms store-and-forward
switching. The M/G/1 queueing model has been also
used in [4] to understand the behaviors of hybrid
switching, where only a message whose length is
beyond certain threshold is segmented into multiple
packets. The authors of [5] have analyzed the
performance of cut-through switching in a special
network topology of banyan networks. They have
shown that cut-through switching has great
advantage in terms of delay, in particular, with large
switch size.

Besides analytical approaches, the authors in [6],
[71 provide a simulation-based performance
comparison between cut-through switching and
store-and-forward transmission. The performance of
routing algorithms under cut-through switching has
been compared in [6], and several switch designs for
cut-through switching has been evaluated in [7].
Nowadays  cut-through  switching has been
implementedm and available in the market”. Some
test results!” show that cut-through switching can
significantly improve delay performance in limited
environments such as datacenter networks.

In wireless networks, as the techniques of
interference cancellation advance, there has been
much effort to exploit cut-through switching to
reduce wireless relay delay. In [11], the authors
proposed shifting time alignment for relay through
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cut-through switching. The authors have shown that

by shifting the alignment of frame duration, the

forwarding latency can reduce by a half. Wireless
interference constraints have been further studied in

[12, 17, 18], where the authors considers

simultaneous  bidirectional ~wireless transmission

denoted by full-duplex transmission, and studies
complex interference relationship between
transmissions. In [13], a wireless network
architecture has been proposed to enable cut-through
switching in multi-channel wireless environments.
The previous works rely heavily on limited
network environments, and applicable only to a few
network scenarios, e.g., datacenter networks. In this
work, we investigate the end-to-end behavior of
cut-through switching, and develop an analysis
framework that can be extended to more general
scenarios; specifically, mobile network environments
where the traffic enters backbone networks through
access links. Through approximation with reasonable

assumptions, we can successfully obtain a

closed-form result for the end-to-end delay

performance, and evaluated the results through
simulations. Our main contribution includes:

® Develop a new queueing framework to
understand ~ forwarding  performance  under
cut-through switching.

® Design an approximated queueing model to
capture the essential features of cut-through
switching.

m Estimate packet delays wunder cut-through
switching with high accuracy and low complexity.
The paper is organized as follows. We overview

cut-through switching technology, describe our

system, and briefly overview previous analytical
results to understand the delay performance of
cut-through switching in Section II. We provide

Markov chain models that capture the system

behaviors with accuracy and develop an analysis

framework that provides approximated delay
performance under cut-through switching in Section

III. After evaluation of our model through

simulations in Section IV, we conclude our paper in

Section V.
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II. Cut-through Switching and System
Model

Cut-through switching is similar to message
switching or packet switching, except that when a
packet (or a frame) arrives in an intermediate node
and its corresponding outgoing link is available, then
the packet starts being forwarded immediately
without waiting for complete reception. In
comparison with conventional store-and-forward
switching that incurs 5.7 usec on 1 Gbps link to
transmit a packet of 500 byte at every hop'*,
cut-through switching can reduce transmission
latency significantly as shown in Fig. 1. In case of
multi-hop forwarding, the differences in delay
performance will become more significant as it is
accumulated over hops.

There are two different types of cut-through
transmission: a full cut and a partial cut. Suppose
that an incoming packet finds non-empty queue, and
before it is completely received, the queue becomes
empty. Then the partially-received packet can be
partially cut-through transmitted, which is called
partial cut™. In practice, however, it would be hard
to change the transmission mode during the packet

reception, and the partially received packet should

source switch dest.

\4 \4 \ 4

(a) Store-and-Forward switching
(a) Store-and-Forward 2~$]3]

wait until full reception before being forwarded,
which is called full cut. Fig. 2 shows the difference
between the partial cut and the full cut, when two
packets P1 and P2 (from different sources) arrive in
order and their receiving times are partially
overlapped. Under the full cut, the second packet P2
should wait until its full reception. Since current
commercial cut-through switches support only full
cut, we assume full cut-through. Performance
evaluation for partial cut-through switching remains
as an interesting open problem.

Another constraint of cut-through switching is
rate-mismmching[s]. Cut-through switches on the
market require that the rate of incoming port be
matched with that of outgoing port. Specifically,
cut-through transmission is available only if the
incoming link rate equals to the outgoing link rate,
and otherwise, the cut-through function is disabled.
Note that the rate-mismatching is common at the
edge of networks, i.e., in a relatively large network
that consists of backbone links and access links with
different rates. Aiming to understand the
performance of cut-through in such environments,
we assume that cut-through switching can support
rate-mismatching with restriction that the outgoing
transmission rate is no greater than the incoming

source switch dest.

) (=] )

time

(b) Cut-through switching
(b) Cut-through 2~$]%

T2l 1. dukAal store-and-forward 2~$133} #]2]4d cut-through 2~$]*
Fig. 1. Conventional store-and-forward and low-latency cut-through switching
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source switch dest.
e
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time
v \4 \ 4

(a) Partial cut of P2
(@) P27} =t Ao] H= A%

T2l 2. 5 7HA cut-through 2$]A: #3275} 24 7

source switch dest.

PI

time

(b) Full cut (non-partial cut of P2)
(b) P27} A Ae] He A5

Fig. 2. Two different cut-through switching: partial cut and full cut

transmission rate, i.e., the outgoing link may
transmit at a lower rate than its capacity under
cut-through switching.

We consider a backbone network with graph
G=(N,E), where N denotes the set of nodes
and £ denotes the set of edges. For each flow s,
packets are generated at user u,, following a
Poisson distribution with arrival rate A, and their
length is exponentially distributed with mean 1. The
packets of flow s enter the network through ingress

node n, with access rate b , and arrive at their
destination d through A/ backbone links as shown

in Fig. 3. We assume that the route is fixed, each

backbone link [ has identical bandwidth 1, = p and

infinite buffer capacity. We define the end-to-end

T st T hast time
1A it
e delay ________ N

a8 3. wAH 2HE flellx Azle] =T A3l 2
23] 42

Fig. 3. Packet arrival with a fixed route and the
definition of delay
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(network) transmission delay of a packet as the
interval from the time ¢}*" when the first-bit of

the packet arrives at ingress node m,, to the time

tend

S

when the last-bit of the packet arrives at the

last __ ,first
td

S

destination, i.e., t . This is equivalent to

the typical definition of transmission delay. As in
[1], we adopt the assumption of Jackson networks,
where all the queues evolve independently in a
Markovian manner, which typically holds under
high-level traffic multiplexing (see [1] and
references therein). Also, we assume that the

propagation delay is negligible.

2.1 Delay performance of Store-and-Forwarding
transmission
We start with basic performance evaluation of the
system under conventional store-and-forwarding
transmissions. It provides a good starting point, and
also serves as the reference to highlight the novelty
of our proposed framework. We consider delay
performance of a particular flow s, and for ease of
exposition, omit subscript s if there is no confusion.
For backbone link [, let A denote the set of
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flows that have route on link ! and |]Q| denote its
cardinality. Owing to the assumption of Jackson
networks, packets arrive following a Poisson process
with mean rate \;, which is the sum of flow arrival
rates on the link (ie., A_ Z A,), and packets
sE K,
have a length exponentially distributed with mean
ML' We can model the number of packets in
1
service for each link as a Markov Chain. Under
store-and-forwarding transmission, a state transition
should occur when the last-bit of a packet arrives or
departs the link (or the associated queue). From the
traditional M/M/1 queueing model, the stationary
probability p,, that there are n packets in the queue

can be obtained as p, = (1—p;)p] where

Y —F
p = 7 Then average packet delay TlS of link
1

| (from the last-bit arrival to the last-bit departure)
is known[19] as

—SF 1 2
Ty Lpy e 2
M K o
_ ip . n-i-l:#
n=20 " Hy :ul_>‘l

From the assumption of Jackson networks, the

—SF
end-to-end packet delay Tg , from the departure of
the first bit at the ingress node to the arrival of the
last bit at the destination, can be obtained as

=+ DIE @

where the first term denotes the time between the
first-bit arrival and the last-bit arrival at the ingress
node through access link, which equals to average
packet length 1 divided by access rate b. If packets
go through statistically identical }/ backbone links,

—SF 1
we have Tlg = ——— and
= A

—SF 1 K

2.2 Extension to cut-through switching

Let us consider an ideal cut-through system under
which a packet starts being forwarded upon its
first-bit arrival if the queue is empty, denoted as
immediate forwarding model S. In practice, before
forwarding, we need to receive the header of a
packet to find the corresponding next hop. However,
it is applicable when the reception time for the
header is negligible comparing to the reception time
of the whole packet, and also shows the achievable
performance gain of cut-through forwarding. For
further accurate estimation, we may subtract the
header-reading time in its calculation.

In [1], the authors have analyzed the performance
gain of cut-through transmissions based on
traditional queueing models. It is worth giving a
brief description. Under the well-known Jackson’s
assumption, the end-to-end  delay  under
store-and-forwarding transmission can be obtained
from the well-known Little’s law. Hence, the
authors calculate average per-link delay gain of
cut-through transmission and subtract it from
forwarding delay at each link. To elaborate, if the
packets arrive following a Poisson process under the
assumption of Jackson networks, then due to
PASTA, the probability that a packet is cut-through

l
transmitted is p, = 1 — 7, and the delay gain per
l

1
cut-through forwarding is 7 At each link [, the
l

WAl
delay gain of cut-through is (1 - Z). Hence,
My |

——CT.old
the end-to-end delay 7’ """ can be obtained as

?CT,old _ %+ Z
1

- (1— ﬁ)i). 3

|

Although this result takes into account the delay
gain of cut-through transmission, it assumes that all
the packets can be transmitted at rate j at each
backbone link, which is not true due to the causality
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constraint. For example, suppose that all the queues
are empty. When a packet is generated and
transmitted to 7, at access rate b, it will be
cut-through forwarded to n;, and the forwarding
rate should be b since the outgoing rate cannot be
higher than the incoming rate. Such network is
called as not balanced, e.g., the network has
different rate (or different rate share) for the
incoming link and the outgoing link. This restricts
the application of (3) to a very limited set of

scenarios.

. Performance Models for Cut-through
Switching

We develop a precise Markovian model of system
S under cut-through switching, and then
approximate it to estimate packet delays with low
complexity. For simplicity, we also omit subscript [
if there is no confusion.

3.1 State probability distribution

We first note that when the network is not
balanced, the Markov Chain cannot be fully
described by the queue length as in the traditional
analysis. For example, for a backbone link (ns’nl)
shown in Fig. 3, we consider the following scenario
with ¢, < ¢, < iy < {3 Suppose that the first bit
of a packet arrives at ¢ and it is forwarded to n,;
by cut-through transmission with access rate b due
to the causality constraint. At ¢;, another packet’s
first-bit arrives to the link (from different flow). The
packet has to be queued up due to the current
on-going cut-through transmission. At t,, the second
packet has been received completely, and at ¢, the
on-going cut-through transmission finished, and the
second packet starts being transmitted at rate p. In
this scenario, we can find only one packet in the
system during time interval of [to,tl] and after ¢,
and thus will be represented by the same state in the
previous models. However, during the two intervals,
the system has a different behavior: for the former,

the link transmission rate is b, and for the latter, it
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is p. This implies that unlike typical queueing

models'> '

, the state cannot be fully described

only by the number of packets in the system.

We develop a Markov Chain model that can fully
describe the state of a cut-through capable link. We
describe the state of a link with three variables
(x,y,z) as shown in Fig. 4, where z€{0,1}
denotes on-going cut-through transmission, where
x = 0 if cut-through switching is active and x =1
otherwise, y& N denotes the number of receiving
packets, and z& N denotes the number of packets
that complete reception and wait in the queue. In the
previous example, the state in [to,t1] is (1,1,0), and
transits to (1,2,0) at t;, to (1,1,1) at ¢y, and to
(0,0,1) at ¢{53. We emphasize that, in this model, the
state transitions are triggered either by the first-bit
arrival of a packet or by the last-bit departure.

Although the model fully describes the behavior
of the system, its evolution is quite complicated, and
it is difficult to obtain a closed-form result. To this
end, we develop a low-complexity approximation
model that captures the essential features of the
system,  while providing accurate  system
performance. We simplify the model with the
following assumptions.

m Assumption 1" If a packet arrival finds
non-empty queue, it is assumed that the whole
packet is immediately received.

Under this assumption, the system can be
described without parameter y, i.e., by (a:,z), as

shown in Fig. 5. Note that it may result in

J2| 4. Cut-through A|28le] rlE2a= Aql wd
Fig. 4. Markov Chain model of cut-through system.
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Fig. b. Intermediate Markov Chain model of
approximated cut-through system

underestimation of packet delays, since the model
causes early reception for some packets than the
actual system. However, we claim that the error is
insignificant, since a mismatch occurs only when the
first bit of a packet arrives in the middle of
on-going  cut-through  transmission and the
cut-through transmission ends before the complete
reception of the incoming packet.

® Assumption 2: Each server has dynamic service

rate, specifically, g if there are more than 1

packet in the system, and b if there is only 1

packet in the system.

The second assumption effectively changes the
service rate of state (0,1) in Fig. 5 to b and the
service rate of each (1,5) to p for all j > 1. Let
us consider a sequence of events that the queue
becomes empty, and a time interval characterized by
two consecutive queue-empty events. All the packets
in the interval will be transmitted at rate p except
the first packet that is transmitted by cut-through
switching at rate b. In terms of the delay
performance of these packets, we may consider that
all packets are served at rate j except the last
packet that is served at rate b, which does not
change the total delay sum. We incorporate this idea
into the approximate state transition diagram of Fig.
6. We note that, however, this model has additional
approximation errors in calculating the steady-state
distribution. We emphasize that the Markov Chain
in Fig. 6 is different from the conventional Markov
Chain based on the last-bit arrival and the last-bit
departure. Our model presents the number of the
packets whose first bit arrives at the queue and last

bit does not leave the queue yet in the system. In

2! 6. Cut-through Al2~gls $13 ZAEH vl2az A
ol 24 &9

Fig. 6. Final Markov Chain model of approximated
cut-through system.

the sequel, we denote it by the number of partial
packets. Also, we denote the approximation model
under Assumptions 1 and 2 by .

We consider the steady-state probability of system
S’ . The probability p,, that a packet arrival finds n

partial packets in the system S’ can be obtained
from the standard Markov Chain analysis as

pO, :0,
porctp’, n=1,

1
where ¢:= £ and Py = We

b 1+ep/(1—p)°
use it to estimate the number of partial packets in
the system when a packet of interest arrives.

In contrast to the steady-state probability, the
calculation of average packet delay under .S is
different from that under the conventional Markov
Chain, since our model describes the system
behavior based on the first-bit arrival as well as the
last-bit departure. In the following, we calculate
average delay performance of cut-through systems.

We consider the waiting time of a packet in S’
before its first-bit departure. Accurate calculation of
the waiting time is challenging due to the complex
operation of cut-through switching when the service
rates are different for access links and backbone
links. To this end, we approximate the delay
performance under the following assumption:
® Assumption 3: When a packet finds n(>1)

packets in the system, it waits for (n— 1)

normal transmissions and 1 cut-through

transmission.

Note that a packet can observe at most one
cut-through transmission under Assumption 1, while

it waits for service, and some packets may observe
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no cut-through transmission. Thus, Assumption 3
overestimates the waiting time. Nonetheless, we
claim that it well approximates packet delay for the
following reasons. i) Under light traffic loads, the
estimation will be close to the actual value since
cut-through transmissions will occur frequently. ii)
Under heavy traffic, the queueing delay will
dominate and the delay due to few cut-through
transmissions is negligible.

Under Assumption 3, expected packet delay
—CT,new
l

T

first-bit departure) can be written as

of link [ (from the first-bit arrival to the

—CT,# w - 1 n—1
2} = Do * 0+ :g;)lzln . (_5__F m )
L—py Do 0’ - @
= + - . —r

b b (1—p)

Hence, we can write the end-to-end packet delay

—CT,new
T as

—CT,# w FCT,# w
T =27
l

L ®)
+ = ]?trst +

; - (1—pi")

last

last

where p, " denotes the probability that the last-hop

last .
4% denotes the service rate of

queue is empty and p
the last-hop link. The last term in the parenthesis
takes into account the transmission time at the
last-hop link, i.e., from the time when the first bit
arrives at the destination to the time when the last
bit arrives at the destination. The last-hop link rate
depends on the system state when the last-bit of the
packet departs, and from the reversibility of the

Markov Chain, the queue is empty with probability
pﬁ)‘“t and non-empty with probability 1 — pﬁ;'“. For
the network with statistically identical A/ links, we
have that

e 1— 2
7" M-( oy 2o £ 2)
b b (1-p) . (6)
1
"‘(b‘po"‘u (1_170)
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It is interesting to see different methods in
calculating (3) and (6). In (3), the delay is computed
based on the last-bit arrivals and departures at each

1
node and the transmission delay — is calculated at

b
the access link. In contrast, we compute the delay
based on the first-bit arrivals and departures at each
node and the transmission delay is calculated at the
last-hop link. By taking the latter approach, we
could obtain more accurate delay analysis results as

shown in the next section.
IV. Numerical Result

We provide preliminary evaluation of our model
through simulations. We consider a network with
M=3 backbone links of identical rate
1= 10Kbps as shown in Fig. 7. There are 4
independent flows, each of which has Poisson
packet arrivals with the same mean A\ and inputs
packets to the backbone network through a dedicated
access link of rate b. Packet length is exponentially
distributed with mean 400 bytes. We fix the routes
of flows such that | /| =2 for all links [. In our

simulations, a packet is forwarded at the incoming
link rate if it finds empty queue (e,
rate-mismatching is allowed). Otherwise, it waits
until the reception is completed, and then forwarded
at the outgoing link rate (i.e., full-cut cut-through).
We measure average packet delay of flow O whose
packets are forwarded through multiple wired links.
We run simulation 10 times, each for 0.8 second,
and present their average. The results for longer
simulation time are similar and thus omitted.

Fig. 8 shows the delay performance when

b=p=10Kbps. We can observe that, for

.

o OO OO0

T2 7. AxA ARE 3 a3 BEEEA
Fig. 7. Network topology for preliminary simulations.
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5000
—=— S&F (Analysis)
m--- S&F (Simulation)
40004 -X--- Cut-through (Analysis_old)
—e— Cut-through (Analysis_new)
- Cut-through (Simulation)
@ 3000
E
>
©
& 20004
1000 4 X
0 T T T 1
0 1000 2000 3000 4000

Arrival rate (bps)

a7l 8. 43k A1Y A ul (b= 10Klps).
Fig. 8. Comparison of analysis results and simulation
results, when b= 10Khps.

store-and-forwarding (S&F), the analysis results well
match the simulation results. Similarly, under
cut-through forwarding (Cut-through), our analysis
results (Analysis_new) are very close to the
simulation results, and the previous approach of [1]
(Analysis_old) shows substantial differences when
A > 1000bps. The results not only verify our model,
but also show that cut-through switching
significantly outperforms store-and-forward
switching.

We further compare the delay performance of
store-and-forward

switching and  cut-through

switching with different number of hops. Fig. 9

—a— S&F (Analysis)
4000 —e— Cut-through (Analysis_new)
3000
m
E
)
o 2000
[a]
1000
0 T T T 1
0 2 4 6 8

hop

12l 9. Store-and-forward 2~$]X3} cut-through 2~$1%2]
A% WAL

Fig. 9. Performance comparison of store-and-forward
switching and cut-through switching with different number
of hops.

illustrates ~ that  average delay of  both

store-and-forward ~ switching and  cut-through

switching increases linearly. ~ However, the
performance gap between them enlarges as the
number of hop increases as expected.

Fig. 10 shows the delay performance of both
switching schemes (with A/ = 3) with access rate
b=5Kbps, where a flow has the same share

&)l

Hence, it is a balanced network as the case studied

of backbone link rate throughout its route.

in [1]. In this case, both our analysis results and the
results of [1] provide accurate delay estimation as
expected. Note that at the ingress node, the physical
port rates are mismatched, which incurs inefficiency
in cut-through transmissions and reduces the
performance gain of cut-through switching. As
arrival rate increases, more packets will be
forwarded in the store-and-forwarding manner, and

thus the delay gain of cut-through reduces.

5000 -
—=— S&F (Analysis)
m-- S&F (Simulation)
4000 - -X--- Cut-through (Analysis_old)
r—e— Cut-through (Analysis_new
--@-- Cut-through (Simulation)
@ 3000
E
>
o
& 2000
1000
0 T T T 1
0 1000 2000 3000 4000

Arrival rate (bps)

a8 10. ¥A43 A3 A 8l (b=5Kps).
Fig. 10. Comparison of analysis results and simulation
results, when b=5Khbps.

V. Conclusion

In this work, we provide an analysis framework
to evaluate the delay performance of cut-through
transmission. We develop a queueing-based
framework to understand cut-through switching, and
then estimate packet delays under approximated
model with reasonable assumptions. Unlike the
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known results in balanced-network scenarios, our

results can be applied to more general cases with the

settings of backbone networks with access links. We

validate our model through simulations.
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