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ABSTRACT

Recently, the symmetric superposition coding 

(SSC)[6] is proposed for a solution for the error 

propagation (EP) due to the non-perfect successive 

interference cancellation (SIC) in non-orthogonal 

multiple access (NOMA). This paper calculates the 

channel capacity of NOMA with the SSC. First, we 

prove that the channel capacity of the strong channel 

user in the SSC NOMA is zero, if the perfect SIC is 

assumed. However, it is shown that if this zero 

capacity bit to symbol mapping is sent over Gaussian 

mixture channel, the SSC NOMA capacity is greater 

than that of NOMA with the normal superposition 

coding (NSC) for the power allocation factor greater 

than about 20 % or less than about 80 %. We also 

show that the capacityof the SSC NOMA is the same 

as that of the NSC NOMA for the power allocation 

factor less than about 20 %, and the SSC NOMA 

capacity is worse than the NSC NOMA capacity for 

the power allocation factor greater than about 80 %. 

As a result, the SSC should be used to take into 

account the power allocation.

Key Words : Non-orthogonal multiple access, 

successive interference cancellation, 

power allocation, symmetric 
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Ⅰ. Introduction

Non-orthogonal multiple access (NOMA) is the 

superposition based multi-user access technique for 

the fifth generation (5G) mobile networks, to provide 

high system capacity and low latency[1-5]. It is also 

called as Multi-User Superposition Transmission 

(MUST). In NOMA, the performance is greatly 

dependent on the successive interference cancellation 

(SIC). Recently, the symmetricsuperposition coding 

(SSC)[6] is proposed for a solution for the error 

propagation (EP) due to the non-perfect SIC. In this 

paper, the SSC NOMA capacity is compared to the 

capacity of NOMA with the normal superposition 

coding (NSC) and we show how the SSC affects the 

capacity of NOMA. The paper is organized as 

follows. Section II defines the system and channel 

model. In Section III, we prove that the channel 

capacity of the strong channel user in the SSC 

NOMA is zero, if the perfect SIC is assumed, and 

the capacity of the SSC NOMA is calculated. In 

Section IV, the results are presented and discussed. 

The paper is concluded in Section V.

Ⅱ. System and Channel Model

Assume that the total transmit power is P , the 

power allocation factor is α  with 0 1α≤ ≤ , and 

the channel gains are h1  and 2h  with h h1 2> . 

Then Pα is allocated to the user-1 signal s1  and 

P(1 )α− is allocated to the user-2 signal s2 , with 

s s2 2
1 2 1⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦
E E

. The superimposed signal 

is expressed by

x Ps Ps1 2(1 ) .α α= + − (1)

Before the SIC is performed on the user-1 with 

the better channel condition, the received signals of 

the user-1 and the user-2 are represented as 

( )
( )

1 1 1 1 2 1 1 1 4

2 2 2 2 1 2

2 2 3

(1 )

(1 )

(1 )

r h Ps h Ps n h Ps n

r h Ps h Ps n

h Ps n

α α α

α α

α

= + − + = +

= − + +

= − +

(2)

where 1n  and 2n ( )00, / 2N～N  areadditive 

white Gaussian noise (AWGN) and 0N  is one-sided 
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power spectral density. The notation ( ),μ ΣN  

denotes the normal distribution with mean μ  and 

variance Σ . In the standard NOMA, the perfect SIC 

is performed only on the user-1. Then the received 

signals are given by

1 1 1 1

2 2.
y h Ps n
y r

α= +

=
(3)

We consider the binary phase shift keying (BPSK) 

modulation, with s s1 2, { 1, 1}∈ + − . Let the 

information input bits for the user-1 and the user-2 

be 1 2, {0,1}b b ∈ . Then in normal superposition 

coding (NSC), the modulation signal mapping is 

normal as

1 1

1 1

2 2

2 2

( 0) 1
( 1) 1

( 0) 1
.

( 1) 1

s b
s b

s b
s b

⎧ = = +⎪⎪⎨⎪ = = −⎪⎩

⎧ = = +⎪⎪⎨⎪ = = −⎪⎩

(4)

However, in symmetric superposition coding 

(SSC), the modulation signal mapping is changed as

1 1 2 1 1 2

1 1 2 1 1 2

2 2

2 2

( 0, 0) 1 ( 0, 1) 1
( 1, 0) 1 ( 1, 1) 1

( 0) 1
.

( 1) 1

s b b s b b
s b b s b b

s b
s b

⎧ ⎧= = = + = = = −⎪ ⎪⎪ ⎪⎨ ⎨⎪ ⎪= = = − = = = +⎪ ⎪⎩ ⎩

⎧ = = +⎪⎪⎨⎪ = = −⎪⎩
(5)

In this paper, the channel capacity is defined as 

the maximum mutual information, maximized with 

an input probability density function (PDF), without 

the shaping, (often called as the mutual information 

with equiprobable M-ary constellations
[7]). The 

capacity of equiprobable M-ary constellations 

asymptotically approaches a straight line parallel to 

the capacity of the ideal Gaussian modulation
[8], 

shifted right by / 6eπ (1.53 dB), which is the 

shaping loss. The capacity of equiprobable M-ary 

constellations saturates because information cannot be 

sent at a rate higher than 2log M . 

Ⅲ. Zero Capacity Bit to Symbol Mapping 
and SSC NOMA Capacity

In this section, first, we prove that the channel 

capacity of the strong channel user in the SSC 

NOMA is zero, if the perfect SIC is assumed. Later, 

the capacity of the SSC NOMA is calculated. 

In the SSC NOMA, it is interesting that if no 

power is allocated to the user-2 ( 1α = ), then the 

user-1 cannot receive any information from the base 

station, even if all power is allocated to the user-1[9]. 

Theorem 1: The channel capacity of the strong 

channel user in the SSC NOMA is zero, if the 

perfect SIC is assumed.

Proof)  If the perfect SIC is assumed, then the 

received signal for the strong channel user is given by

1 1 1 1 .y h Ps nα= + (6)

In this case, we consider the reasonable capacity 

in bit/s/Hz, for the channel

1 1 1 1 1( )y h Ps b nα= + (7)

as

11

1 1

1 1 1 1 1

1 1 1 1 1

( ; ; )
1 1 1 1 1 1 1( )

1 2 1 1

| 1 1 1 2 | 1 1 1

| 1 1 1 2 | 1 1 1

( ) max ( ) ( | )

( ) ( )

( | 0) ( 0)log ( | 0)

( | 1) ( 1)log ( | 1)

log

B

Y

b perfect SIC SSC

p b

Y

Y B B Y B

Y B B Y B

C b s y H y H y b

p y p y dy

p y b p b p y b dy

p y b p b p y b dy

−

∞

−∞
∞

−∞
∞

−∞

→ → = −

= −

+ = = =

+ = = =

∫
∫
∫

(8)

instead of

11

1 1

1 1 1 1 1

1 1 1 1 1

( ; ; )
1 1 1 1 1 1( )

1 2 1 1

| 1 1 1 2 | 1 1 1

| 1 1 1 2 | 1 1 1

( ) max ( ) ( | )

( ) ( )

( | 1) ( 1)log ( | 1)

( | 1) ( 1)log ( | 1)

log

S

Y

b perfect SIC SSC

p s

Y

Y S S Y S

Y S S Y S

C s y H y H y s

p y p y dy

p y s p s p y s dy

p y s p s p y s dy

−

∞

−∞
∞

−∞
∞

−∞

→ = −

= −

+ = + = + = +

+ = − = − = −

∫
∫
∫

(9)

where the entropy 2( ) ( )logx XH x p x⎡ ⎤= − ⎣ ⎦E  and 

Xp x( )  is the PDF. Then the PDF of the received 

signal is represented as  
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( ) ( )
1 1 1 1 1

2 2
1 1 1 1

0 0

1 | 1 1 | 1 1

2 /2 2 /2

0 0

( ) ( | 0) ( | 1)

1 1 1 1 .
2 22 / 2 2 / 2

Y Y B Y B

y h P y h P

N N

p y p y b p y b

e e
N N

α α

π π

− +
− −

= = = =

= +

(10)

Note that 1y  and 1b  are independent. Therefore,

( ; ; )
1 1 1 1( ) 0.
b perfect SIC SSC
C b s y

−
→ → =     Q.E.D.

However, if there exists the inter user-1 

interference, the user-1 can receive the information as 

if there is no interference for 0.5α < [9]. In effect, 

the perfect SIC is achieved for 0.5α < . The 

channel capacity for the SSC NOMA strong channel 

user is calculated by 

11

1 1

1 1 1 1 1

1 1 1 1 1

( ; ; )
1 1 1 1( )

1 2 1 1

| 1 1 1 2 | 1 1 1

| 1 1 1 2 | 1 1 1

max ( ) ( | )

( ) ( )

( | 0) ( 0)log ( | 0)

( | 1) ( 1)log ( | 1)
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B

R

b non SIC SSC

p b

R

R B B R B

R B B R B

C H r H r b

p r p r dr

p r b p b p r b dr

p r b p b p r b dr

−

∞

−∞
∞

−∞
∞

−∞

= −

= −

+ = = =

+ = = =

∫

∫
∫

(11)

where

( )

( )

1 1 1 2 1

1 2 1

2
1 1 1

0

2
1 1 1

0

| 1 1 | , 1 2 1

| , 1 2 1
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2 /2

0
(1 )

2 /2

0
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2
1

( | 1, 0)
2
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2 2 / 2

R B R B B
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N
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e
N
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N
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α α

π

π
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−
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(12)

and

( )
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1 1 1 2 1

1 2 1
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1 1 1

0

2
1 1 1

0

| 1 1 | , 1 2 1

| , 1 2 1
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2
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=
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(13)

Note that we cannot use 4( )H n  instead of 

1 1( | )H r b , as in [8], Theorem 16, p. 43], because 1b  

and 4n  are not independent, 

4 4 1 4 14 | 4 1 | 4 1( ) ( | 0) ( | 1).N N B N Bp n p n b p n b≠ = ≠ =

(14)

Also note that this channel is one of examples of 

the input signal and the noise signal being dependent.

Ⅳ. Results and Discussions

The channel capacity 
( ; ; )
1
b non SIC NSC

C
−

for the 

NSC NOMA strong channel user is calculated in [10] 

and the channel capacity 
( )
2
bC for the NOMA weak 

channel user is calculated in [11]. Assume that the 

channel gains are 1 1.5h =  and 2 0.5h = . The 

total transmit signal power to one-sided power 

spectral densityratio is 0/ 15P N = , 

( 1011.76 dB 10 log (15)= ). The channel capacity 

regions of the non-SIC NSC NOMA [10] and the 

non-SIC SSC NOMA under the BPSK modulation 

are shown in Fig. 1, with different power allocations, 

0 1α≤ ≤ . As shown in Fig. 1, the SSC NOMA 

capacity is greater than that of NOMA with the NSC 

for the power allocation factor greater than about 20 

% or less than about 80 %. It is also shown that the 

capacity of the SSC NOMA is the same as that of 

the NSC NOMA for the power allocation factor 

lessthan about 20 %. However, the SSC NOMA 

capacity is worse than the NSC NOMA capacity for 

the power allocation factor greater than about 80 %. 

It is reasonable that the SSC NOMA is compared to 

the NSC NOMA without SIC, because in the SSC 

NOMA, even if the inter user-1 interference signal is 

decoded and is subtracted from the received signal, 

we cannot decode the user-1 signal due to SSC
[9], 

which is proven in this paper with zero capacity bit 

to symbol mapping

Ⅴ. Conclusion

This paper calculated the channel capacity of 
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Fig. 1. Channel capacity regions of the non-SIC NSC 
NOMA and the non-SIC SSC NOMA under the BPSK 

NOMA with SSC. We proved that the channel 

capacity of the strong channel user in the SSC 

NOMA is zero, if the perfect SIC is assumed. 

However, it was shown than if this zero capacity bit 

to symbol mapping is sent over Gaussian mixture 

channel, the SSC NOMA capacity is greater than that 

of NOMA with the NSC for the power allocation 

factor greater than about 20 % or less than about80 

%. We also showed that the capacity of the SSC 

NOMA is the same as that of the NSC NOMA for 

the power allocation factor less than about 20 %, and 

the SSC NOMA capacity is worse than the NSC 

NOMA capacity for the power allocation factor 

greater than about 80 %. As a result, the SSC should 

be used to take into account the power allocation.
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