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응웬쫑당찐 , 유 명 식°

An Agent-Based Mechanism for Testing SFC

Trinh Nguyen , Myungsik Yoo°

요   약

네트워크 기능 가상화 (NFV)는 사용자에게 네트워크 서비스를 제공하는 새로운 방법이다. 전용 하드웨어와 달

리 NFV 네트워크의 네트워크 기능은 일반 서버에서 실행되며 서비스 기능 체인 (SFC)은 가상 네트워크 기능 

(VNF)을 함께 묶어 네트워크 서비스를 실행한다. SFC의 신뢰성과 품질을 보장하기 위해서는 실제 시스템에 배치

하기 전에 성능 평가가 필요하다. 기존 방식들에서는 SFC 상호 운용성에 대한 내용이 다루어지지 않았다. 따라서 

이 논문에서 Agent 기반 SFC 상호 운용성 테스트 방식을 제안한다.
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ABSTRACT

Network function virtualization (NFV) is a new way to provide network services to customers. Different from 

dedicated hardware, the network functions of an NFV network are executed on general servers, and service 

function chaining (SFC) chains virtual network functions (VNFs) to work together to form a network service. To 

ensure the reliability and dependability of the SFCs, there is a need for performance evaluation and functionality 

correctness of SFCs before deploying it in production. The conventional approaches do not focus on the SFC 

interoperability tests. Hence, this article proposes an agent-based mechanism for testing SFC interoperability.  
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Ⅰ. Introduction

NFV opens a new era of network service 

provision by leveraging virtualization technologies. 

ETSI[1] introduced the NFV architectural framework 

so that instead of using fixed hardware resources to 

deploy network services, software is used to 

implement the functionalities that will be installed in 

commodity hardwares. That way, services will be 

easy for operators to deploy, adjust, or even adding 

more complex features. In addition, by releasing the 

need to buy dedicated and expensive hardwares, 

network operators now only need to use normal 

servers and install one or more VNFs on top of 

them which significantly reduces the cost. Moreover, 

more advanced SFCs can be formed by chaining 

different kinds of VNFs because of the flexibility 

nature of software. This helps service providers to 
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Fig. 1. a sample SFC

create more value-added services that aligns with 

their requirements. Figure 1 illustrates a sample SFC 

that contains four VNFS which are the firewall, 

instrusion/malware detection, parental controls, and 

video optimizer.

Besides allowing more advanced SFCs to be 

formed, NFV also adds complexity to the network 

by different virtualization layers. That makes testing 

more difficult because unlike traditional testing 

methods, we have to deal with layers of software 

and delays which may not provide accurate 

information for measurement. Comparing to 

hardware-based SFCs testing which uses real-time 

and advanced sensors to provide needed metrics for 

testing, virtualized SFCs requires more effort and 

new methods to test. Some effort has been made to 

provide testing solution in NFV but does not focus 

on SFCs which is the interoperability aspect of a 

NFV system. In section II we describe some 

background knowledge and existing work.

The rest of this paper is organized as follows. 

Section II introduces some background and related 

work. Section III describes the architecture and 

building blocks of the proposed monitoring system 

for container-based OpenStack. Section IV shows 

the experimental results to demonstrate the 

feasibility and effectiveness of the designed solution. 

Finally, section V concludes the paper and discuss 

future works.

Ⅱ. Background

When network is moving to NFV architecture, the 

approach of conventional network functions coming 

from only one vendor transforms to a collection of 

virtualized middle-boxes built by different vendors 

running on a virtualized system, with different 

complex service deployment model. Therefore, the 

old testing methods and mechanism should also be 

updated to support more cases and settings. Among 

different types of testing methodologies as defined 

by [2] and [3], there are two major concepts which 

are conformance testing and interoperability testing.

2.1 Conformance testing
Conformance testing is the testing procedure 

executed at the interfaces that normally not visible 

to the users. The purpose of conformance testing is 

to check whether a feature has been implemented 

correctly. Moreover, the tests are produced by a 

specialized testing system that has the ability to 

collect all input and output information. 

Conformance testing only works with one System 

Under Test (SUT), and the System Under Test can 

be a Function Under Test (FUT). Figure 2 represents 

the core idea of conformance testing.

Fig. 2. Conformance testing method 

2.2 Interoperability testing
Unlike conformance testing which focuses on the 

feature, interoperability testing concentrates on 

checking the service that the System Under Test 

provides users. The System Under Test can 

comprise many different Functions Under Test 

developed by different vendors. Interoperability 
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Fig. 4. Detail architecture of the agent-based mechanism for testing SFC 

Fig. 3. Interoperability testing method

testing shows that the end-to-end feature of at least 

two functions working as expected. Tests in this 

method are produced through the Application 

Programming Interfaces (APIs). Because 

interoperability testing requires network developers 

to look for many components along the implement 

process, there are not much effort putting into it. 

Hence, there is a need to design an interoperability 

testing system for the NFV system to prevent 

failures. Figure 3 illustrates the main concept of 

interoperability testing.

As described in [4] testing in NFV should be a 

combination of conformance and interoperability 

testing since they are complimentary techniques that 

each has benefits and limitations. Recently, there are 

several work has been proposed to tackle the testing 

in NFV but mostly focuses on conformance testing 

while this article concentrates on testing the SFCs 

which employs the interoperability methodology. 

The GYM framework in [5] that offers a 

comprehensive architecture for the testing the VNFs 

can only test the functionalities of the VNFs under 

test. Other drawbacks of GYM is that it is designed 

as a separate system, not integrated with NFV and 

does not cover SFC. The 5TANGO project [6] 

provides an approach for NFV testing but only 

targets the 5G networks and does not support testing 

the orchestration and SFCs. SFCPerf [7] provides 

repeatability for experiencing different network 

functions and virtualization infrastructure using both 

active and passive data collection for analysis. Even 

though SFCPerf offers such benefits, it has some 

disadvantages such as the management module 

features overlap with the NFV MANO under test, 

active data collection service is only deployed at the 

end points, and the test cases cannot be designed 

flexibly. In addition to those framework, the work in 

[8] [9] [10] [11] [12] are open source collaboration 

projects that target mainly on performance and 

functionality testing of the NFV implementation 

such as OPNFV, OpenStack, etc.

Studying the above work, an agent-based 

mechanism for SFC testing is proposed. Detail 

architecture of the proposed system will be 

discussed in Section III.

Ⅲ. The Agent-Based Mechanism for 
Testing SFC

3.1 Scope of the proposed mechanism 
Tackling issues of the existing work, the proposed 

system is trying to provide the ability to test the 

interoperability, orchestration of SFCs rather than 
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the infrastructure or performance. The scope of the 

proposed mechanism are SFC correctness which is 

to check if the designed SFC is working correctly 

and provides user the desired network services. 

Procedure includes decoupling the VNFs that SFC 

contains and extracting information of the running 

package flows.

3.2 Detail architecture
The proposed mechanism comprises two main 

components, the test agent and the controller. A test 

agent is installed in each VNF Function Under Test 

(VNF FUT). Agents will collect metrics from the 

VNF under test and send back to the Controller. 

Agents can execute test commands inside the VNF 

under test following by instructions of the 

Controller.

Agents communicate with each other to test the 

VNFs within a SFC (throughput, port lock, package 

loss, etc.). Different type of agents can be supported 

in a way that a corresponding agent driver in the 

Controller will be made. One important testing 

technique is to leverage the Controller-Agents 

connection. In this technique, the Controller tells the 

Test Agent to inject faults (e.g., loads, packages that 

go to forbidden path, etc.) into the VNF FUT. Faults 

were designed to test the performance and 

functionality of the VNF and the SFC under test. 

Faults are varied by test cases and defined in the 

test profile.

The Controller is the center of the proposed 

mechanism where all the testing flows are 

coordinated. The controller consists of different  

elements which are explained below:

* Test agent drivers: to collect data or inject 

faults depends on the test defined in the profile. 

They can analyze the metrics from collected data. 

They also support different VNF vendors (e.g., 

KVM, VMWare VMs, containers, etc.)

* Controller Engine: controller coordinates the 

test procedures or test cases by using Agent Drivers 

and shows the results to the users.

3.3 Workflow
By deploying the agents to each VNF FUT, the 

proposed system can acquire the information of the 

packages flowing inside the running SFC to check 

for the correctness. The workflow is as follows. 

Firstly, the SFC under test need to be 

pre-deployed and running so that IP addresses of the 

VNF FUT are known. The Test Agents can be 

installed when the VNF FUT are instantiated or 

after they are up and running. The Test Agents also 

need to be installed in the start and end points of the 

SFC. After the Test Agents are deployed and the 

Controller recognizes them, the user tells the 

Controller to execute the test. The Controller asks 

each Test Agents to send information of the host 

VNF for it to analyze via the REST APIs provided 

by the Test Agents. Test Agents harvests the 

packages flowing through the host VNFs and return 

the needed information for the Controller. Finally, 

the Controller analyzes all of the gathered 

information and shows the results the user.

Ⅳ. Experiment 

An implementation is produced to evaluate the 

proposed mechanism in term of feasibility and 

extensibility. OpenStack Tacker [13] was used as the 

target testing NFV MANO while all other cloud 

infrastructure services are instantiated using 

Devstack [14]. One single computer was used to 

deploy the test scenario as illustrated in Figure 5. 

The test scenario is a single SFC that comprises of 

two VNFs, one is the firewall, and the other one is 

the Content Filtering VNF. The end point of the 

network service is a HTTP Server. In this 

experiment, the SFC does not allow traffic going 

through port 8080 (VNF1) and filters access to the 

"/restricted" path (VNF2) of the HTTP Server. So 

our test results will be showing if the packages 

going through or not and if the access to the 

"/restricted" URI is blocked.

Table 1 is the system configuration used for the 

experiment.

In this article, our focus is designing the 

mechanism for network operators (i.e., the users) to 

be able to gather information for the running VNFs 

of a SFC so that it can do the analysis and provides 
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Fig. 7. Results of testing if the "/restricted" URI is 
blocked. 

Fig. 5. The test scenario

Item Configuration

CPU
Intel (R) Xeon (R) CPU E3-1240 V3 

@ 3.40GHz, 8 cores

Memory 16GB DDR3, 1333 MT/s

Operating 

System
Ubuntu 18.04 LTS

Software
OpenStack Tacker, Devstack, OpenWrt, 

CirrOS, Python 2.7

Table 1.　Specifications of the Experiment

Fig. 6. An example of the API

useful information about the SFC. That means the 

Test Agent will have to create a special interface for 

the Controller to get the information it needs. 

Therefore, we decided to implement the REST APIs 

on each Test Agent. The Controller then will only 

need to call these APIs to communicate with the 

Agents. Figure 6 displays an example of the API 

implementation using Python programming 

language. In the example, the Agent exposes the 

tcpdump [15] data it gets from the host VNF to the 

Controller.

Figure 7 and 8 illustrate the analysis results in 

command lines after the Controller received 

information from the Test Agents where 

172.24.4.250 is the IP address of the HTTP Server.

In figure 7, the Controller first asked the client to 

send request the "/restricted" path of the server. It 

then told VNF1 (i.e., the firewall) to check if the 

request packages are through, VNF2 (i.e., the 

content filtering) to check if it filter the restricted 

path. Finally, the Controller checked if the server 

has some packet. In this scenario, if the VNF1 has 

packet, VNF2 denies access to the provided path, 

and the Server also has some packets, the content 

filtering feature of the SFC is working properly.

The results showing in figure 8 validates if the 

port 8080 is blocked by the VNF1. So that, if the 

VNF1 has packet, VNF2 and the HTTP Server have 

no packet going through, the SFC is working 

correctly. 

Fig. 8. Results of testing if port 8080 of the HTTP 
Server is blocked.

Ⅴ. Conclusion and Future Work

Even though testing in NFV is a mature topic, 

state of the art works only focus on conformance 

testing which is only cover performance and 

functionality of the VNFs or the underlying 

infrastructure. Therefore left the interoperability 

testing especially the SFCs unnoticed. This article 

by reviewing some of the related work in NFV 

testing methodologies proposes an agent-based 

testing mechanism for SFCs. Future work will focus 

on making the agent's capability to harvest more 

information of the host VNFs that belong to the 

SFC under test. Moreover, the Controller will be 

updated as well to produce advanced analysis to 
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provide more insight for network operators.
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